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Abstract— Multicarrier modulation is one of the most promis-
ing technologies for achieving high performance communications
in the indoor power line network. Due to the fading and time-
varying characteristics of the power line channel, the various
users experience different channel conditions, thus the appli-
cation of efficient multiuser transmission schemes will enhance
multiuser diversity. This paper addresses the problem of fairness
in bandwidth and power allocation for the indoor power line
channel with multiple multicarrier links and presents a multiuser
discrete loading algorithm that consists of two phases: First, a
set of minimum data rates is provided to all users, and then, the
available resources are allocated with fairness according to the
quality of each link. We examine the proposed algorithm using
an illustrative example of an indoor power line network and we
demonstrate its performance. Comparative numerical results of
various allocation strategies are also presented.

I. INTRODUCTION

Power line communications (PLC) receive increasing in-
terest as a potential solution and a promising technology for
the last mile access network, as well as for indoor commu-
nications [1], [2]. The utilization of the power line medium
in order to deliver broadband services is now investigated
from many aspects, e.g. efficient physical layer transmission
and medium access control. The PLC channel is a hostile
environment that exhibits strong multipath fading with time-
varying characteristics [3]. Multicarrier modulation (MCM)
techniques have shown enhanced system performance [2], [4],
while the experience gained in other well-established wireless
[5] and wired [6] applications is exploited in the investigation
of various MCM techniques, like multiuser transmission, under
the particular characteristics of the PLC environment. This
paper addresses the problem of fairness in bandwidth and bit
allocation for multiuser PLC networks consisting of multiple
point-to-point links.

We consider the indoor power line network, where several
data communications devices establish bidirectional multi-
carrier links with a central networking device. The channel
response of each link depends on the topology of the power
grid and on the network’s loading conditions [7]. Gener-
ally, due to multipath fading, each link experiences different
channel characteristics. In MCM, the entire bandwidth is
divided into orthogonal narrowband subchannels. The problem
under investigation is the allocation of the available bandwidth
and power resources to the different users in the context of
frequency-division multiple-access (FDMA). The FDMA rule

imposes that each subchannel is assigned to one user only.
FDMA involves less decoding complexity at the receiver and
also implies that, as long as synchronization is maintained, the
interference caused when users transmit in the same frequency
bands is avoided.

Recently, great attention has been devoted to multiuser load-
ing techniques in multicarrier systems [8]–[15]. In a frequency
selective environment, the FDMA scheme has shown en-
hanced channel utilization compared with static time-division
multiple-access (TDMA) [11]. The multiuser loading is a con-
straint optimization problem, where usually the optimization
objective is the maximization of the sum of user rates given a
power budget [8], or the minimization of the total power given
a set of user rates [9], [10]. In the latter case, it is assumed
that the requested rates can be supported. However, the channel
conditions of all links in the indoor PLC network may exhibit
significant variations when the network’s loading changes. As
a result, the a priori definition of a guaranteed high target-
rate set for all links is not possible. Therefore, the strategy
of maximizing the overall network rate subject to a minimum
rate requirement for each user seems more appropriate for the
indoor PLC environment.

In a multiuser system, maximizing the sum of rates imposes
that each subchannel is assigned to the user with the best
channel quality [8]. Such an allocation rule may penalize the
users with poor or even moderate channel conditions, thus a
fairness issue is raised. In [11] and [12], the FDMA allocation
problem is formulated subject to a set of nonlinear constraints,
which impose proportional fairness to the achievable rates,
i.e. R1 : R2 : . . . : RK = γ1 : γ2 : . . . : γK , where Rk

is the rate of user k, K is the total number of users and
{γ1, γ2, . . . , γK} are constants to ensure proportional fairness.
In [13], the concept of balanced capacity is associated with
γk = R′

k, where R′
k is the maximum achievable rate of user k

in single-user communications, i.e. the data rate achieved by
fully utilizing all available bandwidth. However, the allocation
problem in [13] is not FDMA, rather it considers the multiuser
capacity region achieved with successive message decoding
and cancellation at each receiver.

In this work, we investigate the bandwidth and power
allocation in multiuser PLC networks over the indoor power
grid and we present a discrete multiuser loading algorithm.
The proposed algorithm is based on a ‘best effort and fairness’
(BEAF) allocation scheme that provides joint subcarrier and
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Fig. 1. Example topology of an indoor PLC network.

power allocation. The loading process satisfies two different
requirements: first, a set of minimum user rates has to be
satisfied, and then, the available resources have to be allocated
according to each user’s channel quality. This paper considers
downlink FDMA, where the central unit broadcasts data to all
terminals in the network, however it can be easily expanded
to cover also uplink transmission.

Section II presents the multiple access channel environ-
ment in the indoor PLC network using a typical power grid
infrastructure and formulates the multiuser loading problem.
Section III describes the discrete multiuser loading algorithm.
Section IV provides numerical results that demonstrate the
performance of the proposed algorithm for different network’s
loading scenarios and presents comparative results of various
allocation strategies.

II. PLC MULTIACCESS CHANNEL

Fig. 1 shows the topology of an indoor PLC network, where
the power grid consists of several interconnected cable sec-
tions. There are 14 termination points. At T8, an appropriate
coupling power filter with constant impedance is assumed
between the indoor and outdoor power grid infrastructures.
In our example, we consider the central networking device
at T1 and a data communications device at termination points
T2,3,6,9,11,13. In such a network, the channel response between
any two termination points depends on the topology and on
the network’s loading conditions [7]. In Fig. 2 we present
the channel response in the frequency range 1 − 7 MHz of
5 different network links. The solid curves correspond to
the loading scenario 5 of Table I in Section IV. We have
considered the VVF (2×φ1.6mm) wiring cable and a 100∠0
impedance for the PLC devices. Fig. 2 shows that each link
exhibits different channel characteristics. We also observe that
there exists significant attenuation level difference between the
links, e.g. links T1−T2 and T1−T6 present a mean attenuation
level difference of 15 dB. This behavior depends not only on
the relative distance between the communicating devices, but
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also on the specific network loading conditions. The dashed
curves in Fig. 2 correspond to the loading scenario 8 and show
a significant change in the spectral characteristics for links
T1 − T9 and T1 − T11 compared with scenario 5. The other
links display similar characteristics in both scenarios.

As several links experience much poorer channel quality
than others, it is important to introduce fairness constraints in
order to ensure a minimum quality of service (QoS) for each
user. One approach is to define a set of minimum rates for all
users and then to use a fair allocation rule for the remaining
resources. The channel conditions for each link change as the
network loading conditions change, however this is a rather
slow time-varying process. Therefore, the following analysis
is based on the channel conditions for a given scenario.

A. The Multiuser Loading Problem for Downlink FDMA

Let K be the number of users and N be the number of
available subchannels. For each user k, we denote as gk,n =
|Hk,n|2/Nk,n the channel gain-to-noise ratio of subchannel
n. Since each subchannel is assigned to a single user, we
define the subchannel allocation matrix AT = [ak,n]K×N ,
where ak,n = 1, when subchannel n is allocated to user k,
otherwise ak,n = 0. If rk,n and pk,n denote the number of
bits and the power allocated to subchannel n of user k, then
Rk =

∑N
n=1 ak,n ·rk,n and Pk =

∑N
n=1 ak,n ·pk,n are the rate

(in bits per symbol) and the total power of user k respectively.
The multiuser loading problem is formulated as follows:

maximize:
∑K

k=1
Rk (1)

subject to:
∑K

k=1
Pk ≤ Pbudget,

Rk ≥ Rm
k , ∀k = 1, . . . ,K,

0 ≤ rk,n ≤ rk,n, rk,n ∈ Z+,
∑K

k=1
ak,n = 1, ∀n = 1, . . . , N,

R1 : R2 : . . . : RK = γ1 : γ2 : . . . : γK
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In (1), Rm
k is the minimum target-rate for user k and Pbudget

is the available power budget at the central device. The number
of bits and the power allocated to subchannel n of user k are
related by rk,n = f(pk,n ·gk,n), where f depends on the target
probability of error and the applied modulation and coding
schemes. In addition, f is a concave and increasing function
with respect to pk,n and f(0) = 0. These conditions are valid
for the majority of modulation and coding schemes used in
MCM systems. We also consider, that in (1) all users exhibit
the same target probability of error. Note, that the bit allocation
in (1) is restricted to integer values and is upper-bounded by
a maximum number of rk,n bits in each subchannel defined
as the minimum between the bit value that corresponds to
the maximum size of the signal constellations, and the bit
value �f(pk,n·gk,n)� that corresponds to a maximum allowable
power pk,n in each subchannel. The FDMA rule is imposed by
the constraint on the sum of ak,n over k. The last constraint in
(1) imposes the proportional fairness rule, where γk represents
the channel quality of link k.

B. Channel Quality and Proportional Fairness

The definition of explicit values for the constants γk is
not straightforward. A reasonable and practical assumption
is to relate the channel quality of each link with the total
rate achieved in the single-user scenario [13], i.e. γk = R′

k.
Assuming that the central unit knows the channel conditions
gk,n of all active links in the network, then the rates R′

k can be
computed using a single-user bit-loading algorithm [16]. Given
the constants γk, the FDMA bandwidth allocation methods
in [11] and [12] assign an additional subchannel to the user
with the less proportional rate. However, these methods do not
guarantee a minimum of rate requirements.

In the next section, we propose a multiuser loading algo-
rithm that employs the notion of fairness according to a user-
priority scheme based on allocation rounds. The new algorithm
consists of two phases: first the minimum rate requirements
are satisfied for all users, and then the available resources are
allocated proportionally to the users according to the quality
of each link. In order to describe the algorithm, we introduce
the following arrays: G = [gk,n]K×N , Rm = [Rm

k ]K×1,
Pmax = [pk,n]K×N , Rmax = [rk,n]K×N , R = [rk,n]K×N ,
P = [pk,n]K×N .

III. THE MULTIUSER LOADING ALGORITHM

The proposed algorithm is based on an iterative process
of allocation rounds. In each round, the algorithm assigns
subchannels, bits and power to all users according to a user-
priority order. Specifically, we define the vector C = [Ck]K×1,
where the quantities Ck determine the objects on which
the priority criterion is applied. At the beginning of each
allocation round, the users are ordered in descending order
according to the Ck values. The result of this process is that
several groups of users with the same Ck values are formed.
Let U = [Ui,j ]K×K contain the order of users. The row
index i indicates the user priority, with i = 1 having the
higher priority. The dimensions of U ensure that the array

can describe all possible arrangements that can be formed by
ordering the K users. In each row, the elements of U are equal
to a value between 1 and K (the respective users with the
same priority) or equal to zero. Given U, the allocation rule is
the following: for a single-user group, allocate the subchannel
with the maximum supported rate to that particular user; for
a multi-user group, choose the best subchannels that support
the maximum rate.

Given U, the allocation steps in each allocation round are
described by the following ‘best effort and fairness’ (BEAF)
scheme, where N ⊆ {1, 2, 3, . . . , N} denotes the set of the
available subchannels.

The BEAF Allocation Round:

1. Start with the group of users having the highest priority,
i.e. i = 1.

2. For the users [k∗1 , . . . , k∗K ] = [Ui,1, . . . , Ui,K ], find sub-
channel n∗ ∈ N with the maximum rk,n within the rows
k∗1 , . . . , k∗K of Rmax. Let n∗ belong to row k∗.

3. Assign subchannel n∗ to user k∗ of group [k∗1 , . . . , k∗K ],
i.e. ak∗,n∗ = 1 and N = N − {n∗}.

4. Update R and P, i.e. rk∗,n∗ = rk∗,n∗ and pk∗,n∗ =
f−1(rk∗,n∗) · g−1

k∗,n∗ .

5. Repeat steps 2-4 with the remaining users in group
[Ui,1, . . . , Ui,K ].

6. Repeat steps 2-5 with the remaining groups in U, i.e.
i = 2, . . . , K.

The BEAF allocation process provides a fair allocation
scheme where all users participate once in the allocation
round according to the priority rule. In order to enhance
spectrum utilization, each user is assigned the subchannel
with best performance. Using the BEAF allocation scheme
we can describe the main multiuser loading algorithm. In the
first phase, the algorithm provides a minimum QoS allocation.
During that phase, the C array corresponds to the total rate
remained to be allocated to each user after every allocation
round, i.e. we assign higher priority to the users with the
highest remained rate requirements.

Phase A: Minimum Rate Allocation

1. Initialize AT, P and R with zero entries ∀k, n.

2. Calculate Rmax based on G and Pmax.

3. Set C = Rm.

4. Calculate the user priority array U.

5. Perform a BEAF allocation round.

6. Update C by Ck = Rm
k −∑N

n=1 ak,n · rk,n.

7. If minimum rate Rm
k achieved for user k, i.e. Ck ≤ 0,

then remove user k from the next allocation round.

8. Repeat steps 4-7 until all minimum rates are met, or
until the bandwidth or power resources are exhausted.

In the second phase, the algorithm provides allocation of
the remaining resources with proportional rate fairness. In that
phase, the C array corresponds to the ratios of Rk/R′

k, where
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Rk =
∑N

n=1 ak,n · rk,n is the total rate allocated to user k
after every allocation round, i.e. we assign higher priority to
the users with the lowest proportional rate so far. Note that the
rate achieved in the first phase is encountered in the second
phase.

Phase B: Proportional Rate Allocation

1. Determine the single-user rates R′
k ∀k.

2. Calculate C by Ck = Rk/R′
k ∀k.

3. Calculate the user priority array U.

4. Perform a BEAF allocation round.

5. Update C by Ck = (
∑N

n=1 ak,n · rk,n)/R′
k.

6. Repeat steps 3-5 until the bandwidth or power resources
are exhausted.

With reference to the above algorithm, we provide some
remarks.

Remark 1: The multiuser loading problem in both phases
A and B is resolved using an iterative process of BEAF
allocation rounds. The total number of iterations is limited
due to successful loading (target-rates in Phase A) or limited
resources.

Remark 2: Step A.4 and B.3 provide a fair user allocation
order, so that the least satisfied user is the first to be assigned
resources in the next allocation round. In contrast to [12],
where the next user to be allocated resources is always the
one with less proportional rate, the proposed allocation round
scheme embodies itself the notion of proportional fairness as
will be evident in the numerical results section.

Remark 3: Due to strong frequency-selectivity of the PLC
channel, the minimum target-rates in Phase A cannot be
specified in advance. One approach is to request a proportion
α of the single-user rate R′

k for each particular user, i.e.
Rm

k = α · R′
k. In general, R′

k represents the quality of the
link, therefore the α · R′

k rule determines a minimum QoS
set that is proportional to the channel quality of the links.
Another approach is to specify the same value for all Rm

k .
Such a rule will reduce the total rate of the high quality links,
so that more resources are allocated to the users with poor
channel conditions in order to meet the target-rate constraint.
Both minimum rate strategies are investigated in the numerical
results section.

IV. NUMERICAL RESULTS

This section presents numerical results that demonstrate
the performance of the proposed multiuser loading algorithm.
We consider the indoor PLC network topology of Fig. 1,
where K = 5 links are examined: the central device is at
T1 and the PLC devices are at T2,6,9,11,13. We consider the
following parameters: frequency band 1−7.4 MHz with N =
64 available subchannels and 100 kHz/subchannel, Gaussian
noise floor −120 dBm/Hz, transmit power spectral density
(PSD) mask −60 dBm/Hz. In order to investigate the system
performance, we use the different loading scenarios presented
in Table I.
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A. Multiuser Loading Performance

Fig. 3 shows the single-user rates R′
k for the different

scenarios, i.e. when the total bandwidth is utilized by the
respective user only. Fig. 4 shows the user rates Rk using
the proposed algorithm for proportional minimum rate rule in
Phase A with α = 10%, which correspond to 45% of the
final user rates. Fig. 3 also displays the mean of the R′

k rates
of each scenario, as well as the sum of the user rates Rk in
Fig. 4. Note that the mean of the R′

k rates corresponds to the
total average rate in bits per symbol of a fixed TDMA in a
multiuser system with equal time slots, while the sum of the
user rates Rk is the total rate in FDMA.

We observe that in each scenario, the single-user rates R′
k

display significant difference between the various links as a
result of each link’s different channel quality. In the multiuser
system, the user rates Rk are far below from the corresponding
R′

k values, since the total bandwidth is shared among all users.
However, the FDMA scheme outperforms fixed TDMA, i.e.
the total network rate is higher in all scenarios, by exploiting
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TABLE I

NETWORK LOADING SCENARIOS (SC) FOR THE INDOOR PLC NETWORK IN FIG. 1, (∞ DENOTES OPEN CIRCUIT)

sc1 sc2 sc3 sc4 sc5 sc6 sc7 sc8 sc9 sc10

T4 ∞ 30∠−90 ∞ 30∠−90 ∞ 10∠−90 ∞ 10∠−90 20∠−90 20∠−90

T5 ∞ ∞ 20∠−90 20∠−90 30∠−90 30∠−90 ∞ ∞ 10∠−90 10∠−90

T7 ∞ ∞ 10∠−90 ∞ 20∠−90 20∠−90 20∠−90 10∠−90 30∠−90 30∠−90

T10 ∞ ∞ 10∠−90 10∠−90 ∞ ∞ 20∠−90 ∞ 20∠−90 20∠−90

T12 ∞ 20∠−90 ∞ 20∠−90 30∠−90 30∠−90 ∞ ∞ ∞ ∞
T14 ∞ 20∠−90 ∞ ∞ 10∠−90 ∞ 30∠−90 10∠−90 ∞ 10∠−90

TABLE II

RATIO Rk/R′
k FOR SCENARIO 5 AND Rm

k = α ·R′
k , (α IN %)

α T1 − T2 T1 − T6 T1 − T9 T1 − T11 T1 − T13

0 0.207 0.211 0.228 0.227 0.213
5 0.223 0.211 0.225 0.224 0.213
10 0.222 0.211 0.228 0.216 0.213
15 0.222 0.211 0.228 0.216 0.213
20 0.222 0.221 0.213 0.218 0.213

TABLE III

RATIO Rk/R′
k FOR α = 15% AND Rm

k = α ·R′
k

sc T1 − T2 T1 − T6 T1 − T9 T1 − T11 T1 − T13

1 0.221 0.215 0.202 0.222 0.222
2 0.223 0.223 0.228 0.222 0.214
3 0.209 0.214 0.213 0.211 0.221
4 0.223 0.213 0.204 0.198 0.223
5 0.222 0.211 0.228 0.216 0.213
6 0.223 0.216 0.221 0.224 0.225
7 0.223 0.214 0.216 0.209 0.217
8 0.209 0.211 0.215 0.222 0.214
9 0.209 0.210 0.214 0.211 0.222
10 0.223 0.212 0.210 0.219 0.214

the multiuser diversity. We also observe that the distributions
of the R′

k and Rk values, in Fig. 3 and Fig. 4 respectively, are
proportional to each other for all scenarios, as a result of the
fairness priority rule in the loading algorithm.

In Tables II-V, we investigate the Rk/R′
k ratio of each

link for different minimum rate policies in Phase A of the
loading algorithm. Tables II and III correspond to the case
where Rm

k = α ·R′
k, while in Tables IV and V the Rm

k is the
same for all users; we have used Rm

k = min(α ·R′
k), so that

the resultant rate is supported by all links.
Tables II and IV present the ratios Rk/R′

k for different
values of α when the network loading scenario 5 is considered.
The higher the value of α, the higher are the rates that have to
be achieved in Phase A, and as a result, less rate remains to
be allocated in Phase B. When Rm

k is proportional to R′
k, we

observe in Table II that the ratios are almost equal with respect
to α, since a proportional allocation policy is followed in both
phases of the loading algorithm. However, when Rm

k is the

TABLE IV

RATIO Rk/R′
k FOR SCENARIO 5 AND Rm

k = min(α ·R′
k), (α IN %)

α T1 − T2 T1 − T6 T1 − T9 T1 − T11 T1 − T13

0 0.207 0.211 0.228 0.227 0.213
5 0.207 0.206 0.228 0.241 0.211
10 0.191 0.211 0.249 0.246 0.195
15 0.174 0.211 0.263 0.263 0.196
20 0.173 0.221 0.266 0.261 0.181

TABLE V

RATIO Rk/R′
k FOR α = 15% AND Rm

k = min(α ·R′
k)

sc T1 − T2 T1 − T6 T1 − T9 T1 − T11 T1 − T13

1 0.174 0.217 0.255 0.260 0.186
2 0.174 0.223 0.269 0.264 0.195
3 0.175 0.216 0.242 0.248 0.203
4 0.190 0.220 0.233 0.222 0.203
5 0.174 0.211 0.263 0.263 0.196
6 0.174 0.216 0.264 0.260 0.208
7 0.174 0.214 0.251 0.241 0.199
8 0.191 0.211 0.256 0.242 0.181
9 0.177 0.213 0.255 0.230 0.203
10 0.175 0.214 0.268 0.243 0.198

same for all users, we observe in Table IV that the ratios are
smaller for some links, and greater for the others, with respect
to α. The constant rate allocation policy in Phase A violates
the proportional fairness, since more rate, and therefore more
subchannels, are allocated to users with poor channel quality
in order to meet the Rm

k constraint. For higher values of α the
users with poor channel quality achieve higher rates compared
with the proportional allocation policy, and as a result, the
ratio values in Table IV are increasing for the links with poor
channel quality, while they are decreasing for the links with
high channel quality. Note, that α = 0 corresponds to the case
where only Phase B of the loading algorithm is executed, while
the value of α = 20% is a gross estimate of the percentage
of the total bandwidth that is allocate to each user (K = 5).
Practically, above that value, Phase B is not executed since
there are not any available resources.

Tables III and V present the ratios Rk/R′
k for the different

loading scenarios when α = 15%. We observe that the values
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Fig. 5. Fairness and total user rates for different allocation strategies.

in Table III are similar for all users in each scenario, while in
Table V the differences are due to the high value of α and the
constant Rm

k policy.

B. Comparative Results on Fairness

Fig. 5 compares the fairness of the algorithm in Section III,
denoted as beaf-fair, with that of other allocation strategies.
In particular we consider the following resource allocation
schemes:

• max-sum: corresponds to the maximization of the sum of
user rates [8]; each subchannel is allocated to the user
with the best channel quality.

• max-min: corresponds to the maximization of the mini-
mum of the user rates [14], [15]; at each allocation step,
the user with the less rate selects the best of the available
subchannels.

• beaf-only: corresponds to the algorithm in Section III, but
the priority criterion in each allocation round is the less
rate achieved so far.

• prop-fair: corresponds to the allocation method in [12]
using a constant power allocation policy; at each alloca-
tion step the user with the less proportional rate selects
the best of the available subchannels.

The results in Fig. 5 correspond to the loading scenario 7
and α = 0. The solid curves show the fairness ratio Rk/R′

k

for the different strategies, while the dashed curves show the
corresponding rate of each user. The max-sum strategy is not
shown, since it allocates all available resources to link T1 −
T2, the link with the best quality, i.e. the corresponding ratio
Rk/R′

k is one, and penalizes all other users. On the contrary,
we observe that the max-min strategy results in almost equal
rates for all users by allocating more resources to the links
with poor quality, thus suppressing the rate of links with good
quality. On the other hand, we observe that the other strategies
provide a fair allocation, i.e. the Rk/R′

k ratio curves are quite
linear and the links obtain a total rate proportional to their
quality.

We also observe, that the beaf-only scheme provides fair-
ness results similar to those of the beaf-fair and prop-fair
strategies. This is due to the fact that the proposed allocation
round scheme with priorities embodies itself the notion of
fairness. Moreover, the beaf-only scheme does not require the
computation of the single-user rates R′

k, thus it involves less
computational load. Also note, that the prop-fair strategy does
not guarantee a minimum QoS for each user.

V. CONCLUSION

In this paper, we addressed the problem of fair resource
allocation in the indoor PLC network with multiple links and
we presented a multiuser loading algorithm. The proposed
algorithm uses an allocation rounds scheme with priorities
and provides fair resource allocation according to the channel
quality of each user. Numerical results using different net-
work’s loading scenarios demonstrated the performance of the
proposed algorithm, as well as its effectiveness compared with
different allocation strategies.

REFERENCES

[1] F.-N. Pavlidou, A. J. Han Vinck, J. Yazdani, B. Honary, “Power line
communications: state of the art and future trends,” IEEE Commun.
Mag., vol. 41, no. 4, pp. 34–40, Apr. 2003.

[2] S. Baig and N. D. Gohar, “A discrete multitone transceiver at the heart
of the PHY layer of an in-home power line communication local-area
network,” IEEE Commun. Mag., vol. 41, pp. 48–53, Apr. 2003.

[3] E. Biglieri, “Coding and modulation for a horrible channel,” IEEE
Commun. Mag., vol. 41, no. 5, pp. 92–98, May 2003.

[4] E. Del Re, R. Fantacci, S. Morosi, and R. Seravalle, “Comparison of
CDMA and OFDM techniques for downstream power-line communica-
tions on low voltage grid,” IEEE Trans. Power Delivery, vol. 18, no. 4,
pp. 1104–1109, Oct. 2003.

[5] R. Van Nee and R. Prasad, OFDM for Wireless Multimedia Communi-
cations. Boston: Artech House, 2000.

[6] T. Starr, M. Sorbara, J. M. Cioffi, and P. J. Silverman, DSL Advances.
Upper Saddle River, NJ: Prentice-Hall, 2003.

[7] D. Anastasiadou and T. Antonakopoulos, “Multipath characterization of
indoor power line networks,” IEEE Trans. Power Delivery, vol. 9, no. 1,
pp. 90–99, Jan. 2005.

[8] J. Jang and K. B. Lee, “Transmit power adaption for multiuser OFDM
systems,” IEEE J. Select. Areas Commun., vol. 21, no. 2, pp. 171–178,
Feb. 2003.

[9] C. Y. Wong, R. S. Cheng, K. B. Letaief, and R. D. Murch, “Multiuser
OFDM with adaptive subcarrier, bit, and power allocation,” IEEE J.
Select. Areas Commun., vol. 17, no. 10, pp. 1747–1758, Oct. 1999.

[10] C. Assimakopoulos and F. Pavlidou, “Multiuser power and bit allocation
over power line channels,” in Proc. ISPLC’05, Vancouver, Canada, Apr.
2005, pp. 255–259.

[11] Z. Shen, J. G. Andrews, and B. L. Evans, “Adaptive resource allocation
in multiuser OFDM systems with proportional rate constraints,” IEEE
Trans. Wireless Commun., vol. 4, no. 6, pp. 2726–2737, Nov. 2005.

[12] C. Mohanram and S. Bhashyam, “A sub-optimal joint subcarrier and
power allocation algorithm for multiuser OFDM,” IEEE Commun. Lett.,
vol. 9, no. 8, pp. 685–687, Aug. 2005.

[13] T. Sartenaer, L. Vandendorpe, and J. Louveaux, “Balanced capacity of
wireline multiuser channels,” IEEE Trans. Commun., vol. 53, no. 12,
pp. 2029–2042, Dec. 2005.

[14] W. Rhee and J. M. Cioffi, “Increase in capacity of multiuser OFDM
systems using dynamic subchannel allocation,” in Proc. VTC’00-Spring,
vol. 2, Tokyo, May 2000, pp. 1085–1089.

[15] S. Gault, W. Hachem, and P. Ciblat, “An OFDMA based modem for
powerline communications over the low voltage distribution network,”
in Proc. ISPLC’05, Vancouver, Canada, Apr. 2005, pp. 42–46.

[16] N. Papandreou and T. Antonakopoulos, “A new computationally efficient
discrete bit-loading algorithm for DMT applications,” IEEE Trans.
Commun., vol. 53, no. 5, pp. 785–789, May 2005.

354


