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A New Data Allocation Method for Parallel Probe-Based Storage Devices
Maria Varsamou1 and Theodore Antonakopoulos2

IBM Research, Zurich Research Laboratory, Rueschlikon 8803, Switzerland
Department of Electrical and Computers Engineering, University of Patras, Rio-Patras 26500, Greece

We present a new data allocation method for probe-based storage devices that use multiple, simultaneously accessed parallel data
fields. Our method uses blocks of data of unequal length for allocating a sector in the various storage fields. The amount of data stored
in each field depends on the sector’s offset from the beginning of the allocation round and on the storage field used. Numerical results
demonstrate the storage efficiency improvement that is achieved by the proposed method. We show that this method can be applied to
atomic force microscopy-based probe storage devices.
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I. INTRODUCTION

THE storage requirements of portable devices have grown
steadily over the past few years, and it is expected that they

will continue to grow in the near future because of the greater
use of audio and video in various consumer applications [1].
Flash memory is the main technology used today in consumer
handheld devices and it will dominate this market for a few more
years. As the demand for storage solutions with higher density
and capacity grows, research into novel technologies, such as
holographic storage and nanostorage, has intensified [2], [3].

Probe-based data-storage devices that use nanometer-sharp
tips, similar to those used in atomic force microscopy (AFM)
and scanning tunneling microscopy (STM) [4], [5], for imaging
and investigating the structure of materials down to the atomic
scale, are being considered for use in future ultrahigh-density
devices [6]. A single tip can be used for probing and modi-
fying on the nanoscale, various surface properties, i.e., elec-
trical, magnetic, mechanical, or even optical properties. There
is a lot of ongoing research on storing information by altering
the electric properties of ferroelectric materials [7], changing
the state of phase-change materials [8], or using the traditional
magnetic techniques with probes [9]. One of the most promising
approaches is the thermomechanical formation of indentations
in thin polymer films [10]. With probe-based techniques, storage
densities of over 1 Tb/in have been demonstrated. However, the
data rates that can be achieved by a single AFM probe are not
competitive with current magnetic-recording technologies. One
solution to achieve a higher total data rate is the use of arrays of
probes operating in parallel [11]. In this case, each probe per-
forms read/write/erase operations on a dedicated area, named a
storage or data field, while the storage medium is placed in the

– plane. Regarding the thermomechanical approach, a large
2-D array consisting of up to 4096 (64 64) cantilevers with in-
tegrated tips and sensors has been successfully fabricated using
silicon micromachining techniques [12]. The allocation of data
in the various storage fields of these devices, which are mainly
known as “probe storage devices,” is addressed in this paper.
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Like conventional storage devices, AFM probe-based devices
also experience random and burst errors. A common technique
used for correcting these errors is based on Reed–Solomon (RS)
codes along with proper interleaving [13]. As a result, the error
bursts are spread across multiple codewords, and, consequently,
the number of errors that occur within one codeword may be
smaller than the error-correction capability of the RS code. To
store the data in the various fields, the encoded data are split into
smaller blocks, with each block being stored in a single storage
area, as will be explained in the next section.

Section II analyzes the storage efficiency achieved by using
the conventional data allocation technique in multiple storage
fields, and demonstrates the need for a new, more efficient data
allocation method. Section III describes such an enhanced data
allocation method and analyzes its efficiency. This section also
estimates the number of symbols stored in each field for a given
sector and determines the starting address of the corresponding
block of interleaved symbols. Finally, Section IV demonstrates
the application of the proposed method to AFM-based probe-
storage devices.

II. CONVENTIONAL DATA ALLOCATION METHOD

The dataflow used in a probe-storage device is shown in Fig. 1
[14]. We consider the case where a sector of symbols has to
be stored in a device that consists of storage fields. Usually,

also includes some cyclic redundancy code (CRC) symbols.
The following definitions apply:

number of storage fields in the device;

sector size CRC;

codeword size;

dataword size;

parity symbols;

number of codewords in a sector;

symbols stored in each field using the conventional
method;

padding symbols added in the initial sector data;

padding symbols added in each field by the
conventional method;
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Fig. 1. Data allocation in multiple storage fields.

number of fields in the first group of the method
proposed;

number of fields in the second group of the
method proposed;

symbols per codeword in a field of the first
allocation group;

symbols per codeword in a field of the second
allocation group;

physical position where sector ends in field ;

maximum physical position where sector ends;

symbols allocated in each field for a complete
allocation round;

last field where symbols were stored;

storage efficiency.

With previous definitions, the data are partitioned into
datawords. If is the size of each dataword, then the number
of datawords is given by

(1)

and padding symbols are added to the initial
sector data.

The datawords are then transformed into codewords using
an RS code with parity symbols. The length of each
codeword is symbols, and the codewords can be
decoded correctly if up to symbol errors have occurred
in each codeword. Note that for simplicity only 8-bit symbols
(bytes) are considered in this paper, but the presented analysis
and method can also be applied to different symbol sizes. To deal
with correlated errors and spread them over several codewords,
an interleaver of depth is used, so that codewords are
block-interleaved on a symbol basis. For a given error pattern,
the device’s error-correction capability depends on , , and .
The interleaved codewords are partitioned further and form
blocks, each of which is stored in a single storage field. Usually
an additional inner line code is used before the final bits are

Fig. 2. Storage efficiency versus number of storage fields for various RS codes
with 0.854 efficiency.

stored in the medium. In this work, we do not consider the inner
code, because it does not affect the overhead introduced by the
aforementioned data allocation process. The number of symbols
that are finally stored in each storage field is given by

(2)

where padding symbols are
added at the last step. Therefore, the device’s overall storage
efficiency is given by

(3)

whereas the maximum storage efficiency that can be achieved
for a specific device configuration (in terms of interleaver depth
and RS code) is given by

(4)

The maximum storage efficiency is achieved only when the
sector size is a multiple of the size of the dataword (zero padding
symbols at the initial step), and when the codeword size is a
multiple of the number of storage fields (zero padding symbols
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Fig. 3. Data allocation of a 16-kB sector in 64 storage fields when the RS(590,504) code is used.

at the last step). Usually, the padding needed for allocating the
codewords to the various storage fields is the predominant factor
that determines how close to the maximum storage efficiency a
given device configuration is. As the number of storage fields in-
creases, the use of larger RS codes is necessary for approaching
the maximum storage efficiency, but the hardware complexity
increases significantly [15].

As shown in Fig. 2, for a specific device and a given sector
size, the device’s storage efficiency is mainly affected by the
RS codeword length and the number of storage fields. The max-
imum storage efficiency is achieved only when ,
i.e., when the symbols of each codeword are spread uniformly
to all storage fields, otherwise the storage efficiency may de-
crease dramatically. The sector size used for the results shown
in Fig. 2 is 2048 bytes of data plus 4 bytes of cyclic redundancy
code (CRC), while the rate of all RS codes is 0.854.

As most device interfaces use fixed sector sizes and the RS
encoding/decoding is performed in specific hardware modules,
the optimum device configuration is rarely met in the case of
the conventional data allocation approach. This is also true for
variable sector sizes and more powerful RS codes. For example,
we consider RS(590, 504), i.e., a very powerful 0.854 rate RS
code over , and a 16-kB sector size that results in 27
codewords. If the storage device uses 8 8 storage fields (

bytes symbols bits/symbol , and
), then 10 bytes from each codeword are stored in each

field, and the storage efficiency becomes 0.758, because a large
number of padding bytes is used. The data allocation for this
specific example is depicted in Fig. 3, where (

, ) corresponds to the th symbol of the th
codeword and the data are stored row by row in all storage fields.
The last symbol of each codeword is stored in the 14th field.
To store the same number of symbols in all storage fields, a
padding symbol has to be added for every codeword in each one
of the remaining 50 storage fields. In Fig. 3, ( ,

) corresponds to the th padding symbol added in
the th codeword. A total of 1350 padding symbols have to be
added.

In the following section, we present a new data allocation
method that can be used in devices based on multiple storage
fields, operating in parallel. This method achieves almost the
maximum storage efficiency for a given reliability, without im-
posing any restrictions on the error-correction code used, the
interleaver depth, and the number of storage fields.

III. THE NEW DATA ALLOCATION METHOD

Analyzing the process above described for generating the data
blocks that are stored in the storage fields, we observe that,
in the final symbol-allocation round, one symbol is used per
codeword in each storage field, and a large number of padding
symbols may be required to complete the interleaving process
in all storage fields. Consequently, as the number of padding
symbols per field is , a maximum of padding
symbols per device may be required, which is the case when
the last symbol of each codeword is allocated in the first storage
field.

In the new data allocation method, we still allocate the same
number of symbols per codeword in each field, but we orga-
nize the data fields into two different groups, where we store a
slightly different number of symbols, i.e., each field of the first
group contains more symbols than the fields of the second
group. As will be explained later, the number of symbols stored
in a specific field depends on the sector number, i.e., the sector
offset from the beginning of the device’s storage area. In any
case, the new method always preserves the interleaver depth de-
termined by the number of codewords specified in (1).

Let be the size of each codeword. As the number of storage
fields is independent of the codeword size, two cases are in
order: and . The following analysis is based
on the first case, but the second case can also be analyzed using
the same methodology.

Let be the number of symbols of each codeword that is
allocated in each storage field of the first group and be the
corresponding number of the second group. If and are the
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Fig. 4. The symbol-allocation matrix per codeword for a single period of allocation.

number of storage fields belonging to the first and the second
group, respectively, it follows that:

and (5)

where , , , and are integers.
To avoid the use of padding, which is introduced in the final

symbol-allocation round in the conventional method, we set
. Therefore, there are storage fields, where we

store symbols per field per sector, whereas
symbols per sector are stored in each of the remaining fields.
The integer values that satisfy (5) are the following:

(6)

In probe-storage devices, as well as in conventional devices,
the sectors are stored in successive positions in the medium. The
starting address of each sector is determined by means of its
sector number, . The first sector, , is stored at the beginning
of the data storage area. In the following subsections, we deter-
mine the number of symbols per codeword that are stored in a
specific field for a given sector number and the starting address
of the corresponding block of interleaved symbols.

A. Number of Symbols per Storage Field

It is clear that storing symbols in the first fields
and symbols in the next fields of every sector
is not an efficient approach. Therefore, to exploit the storage
capabilities of all storage fields, we developed a method that
determines the first field in which the symbols are
allocated. The first field filled with symbols is the
field that contains the smallest number of symbols, starting from
the beginning of the storage area. If multiple fields satisfy the
above criterion, it is the field that has the smallest index among
them. Therefore, the number of symbols stored in a specific field
depends on the respective sector number. More specifically, we
specify that for the first sector, , symbols are stored

in the first fields and in the remaining
fields, as shown in Fig. 4. For the second sector, , the first field
to store symbols is field , whereas

is the first field where symbols
are stored. For every subsequent sector, the first field to store

symbols is the first field in which
symbols of the preceding sector were allocated. This procedure
continues until all fields have been filled with the same number
of symbols and a data allocation round has been completed. In
this case, the last sector is stored in such a way that

symbols are allocated in each of the first fields and
symbols in each of the remaining fields. Therefore, all

fields contain the same amount of data, and the data allocation
of the next sector is performed by using symbols in
each of the first fields and symbols in each of
the remaining fields, i.e., it uses the same allocation pattern
as the first sector.

This data allocation method can be described using the
symbol-allocation matrix, , shown in Fig. 4. Each row of
corresponds to one of the storage fields, while each column
indicates how many symbols are stored in each field per sector
number. The matrix dimensions are , where

if
otherwise

and

(7)

and expresses the periodicity of the data allocation process.
In a complete data allocation round, the number of symbols per
codeword allocated to each storage field is given by1

if
otherwise.

(8)

1IfN modN = 0, then N = x �N , where x is an integer. Assuming
N = k , we can write N = k + (x � 1) � k . But as N = k + k ,
it follows that k = (x � 1) � k =) k =N = x � 1, thus, k =N is
an integer. Using the same approach, it can be proved that k =N is also an
integer when N = k .
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Therefore, the number of symbols allocated to each storage field
in a complete data allocation round is given by

if
otherwise.

(9)
For a given sector number, we determine how the symbols of

the respective sector are allocated in the various fields by using
the column of that corresponds to this sector. If is the sector
number, the sector is allocated in data allocation round
and in position of the corresponding column of , which is
given by

(10)

The first field to store symbols of each codeword of
sector is

(11)

whereas the first field to store symbols of each
codeword of sector is given by

(12)

B. Sector-Starting Address per Storage Field

If is the physical position, counted in number of symbols,
where sector ends in field , then it holds:

if
otherwise

where

(13)

We check the validity of (13) initially for . In the first
sector case, symbols are stored in the first fields,
while symbols are stored in the remaining
fields. Obviously, (13) holds for . We assume that (13)
holds for sector , so that

if
otherwise.

(14)
If is the last field where symbols have

been allocated, then it holds that

(15)

To prove that given (14), (13) also holds for sector , we con-
sider the following three cases.

1) .
An example of this case is presented in Fig. 5(a). As the
first field to store symbols is the first field with Fig. 5. Data allocation of sector j .
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the fewest symbols already stored, namely, field ,
then is given by

if

if

if

which can be written as

if
otherwise.

(16)

If then , and in
this case it holds that .
It can be easily proved that

; therefore the data of
sector that are allocated in field end at position :

if

otherwise
2) .

A typical example of this case is depicted in Fig. 5(b).
As the first field to store symbols is the first
field with the fewest symbols already stored, namely, field

, is given by

if

if

if

which can be written as

if
otherwise.

(17)
If then ,
and it also holds that .
It can be easily proved that

; therefore, the data
of sector that are allocated in field end at position :

if

otherwise
3) Finally, if , as is shown in Fig. 5(c), we deal

with the special case where sector is the last sector of a

data allocation round, and it holds that

in all fields. Therefore, sector ends at the same position
in all fields, that is

(18)
This equation is also the expression of (13) for the last
sector of a data allocation round.

C. Efficiency of the Method Proposed

For a complete data allocation round of the presented method,
the overall storage efficiency of the device is given by

(19)

which is independent of the number of storage fields and is equal
to or slightly smaller than the maximum storage efficiency de-
fined in (4). By defining the method’s efficiency as the ratio

(20)

it is clear that if the total sector (data plus CRC) is divisible by
the size of the dataword (i.e., ), the efficiency
of the presented method approaches the efficiency of the error-
correcting code used.

Figs. 6 and 7 show how the storage efficiency and the de-
vice capacity are affected by the number of storage fields and
the RS code used. In these figures, we consider a storage area
of 100 100 m per data field, 18 nm symbol and line dis-
tance, 2048-byte sector size, 4-byte CRC, and three different
error correcting codes, namely, RS(124,106), RS(151,129), and
RS(206,172), which have almost the same coding efficiency. As
shown in these figures, the proposed method outperforms the
conventional method in all system configurations, whereas the
two methods achieve the same efficiency and capacity in only
a very small number of configurations. The small variations in
the performance of the new method are because at the end of a
line, a few symbols remain unused as there is not enough space
to store a complete sector.

IV. DATA ALLOCATION IN AFM-BASED PROBE

STORAGE DEVICES

In thermomechanical probe-based storage, information is
stored as sequences of indentations formed on thin polymer
films using a 2-D array of AFM cantilevers/tips [10]. Each tip
performs read/write/erase operations over an individual storage
field. The presence or the absence of indentations corresponds
to logical “1”s or “0”s, respectively. The tip-medium spacing
is controlled globally, and write/read operations depend on
mechanical – -scanning of the storage medium [16], [17]. To
provide information about the motion of the micro-scanner, two
pairs of thermal position sensors are used and medium-derived
positioning techniques are also employed [18], [19].

Thermomechanical writing is performed by applying an elec-
trostatic force through the tip to the polymer layer and simulta-
neously softening the polymer layer by local heating. The tip is
heated by applying a current pulse to a micro-heater integrated
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Fig. 6. Storage efficiency versus the number of storage fields and the RS code
used.

Fig. 7. Device capacity versus the number of storage fields and the RS code
used.

into the cantilever directly above the tip. Reading is done using
a thermomechanical sensing concept that exploits the fact that
the thermal conductance between the heater platform and the
storage substrate changes as a function of the distance between
them. Using a second heater placed beside the tip, heat is trans-
ferred from the cantilever to the substrate through the air be-
tween them. As the tip moves into an indentation, the distance
between the heater and the substrate decreases, and the heat
transfer through the air becomes more efficient. As a result, the
temperature of the heater changes faster and, as the electrical
resistance depends on the temperature, the value of the heater
resistance decreases faster when the tip moves into an indenta-
tion. Experimental results using single cantilevers have shown
that data can be recorded at a density of 641 Gb/in and read
back with raw error rates better than 10 [20]. Furthermore,
a feasibility study has shown that densities of 4 Tb/in can be
achieved using an advanced polymer medium [21].

Data erasing and overwriting are achieved by decreasing the
pitch of writing so that the previously stored information is
erased as new data is being written. It has to be emphasized

Fig. 8. Example of the data overwriting process on different storage fields.

that in order to overwrite a specific data pattern in the medium,
the pattern has to be coded properly prior to applying the data-
writing process. In addition, writing a block of “0”s directly to
the medium will not affect the previously stored information be-
cause in this case, writing is performed by moving the tip over
the data field without touching the medium and without driving
the “write” circuits [22].

The new data allocation method exploits the above-described
characteristics of the overwriting mechanism to perform
writing/overwriting of data blocks with unequal lengths using
parallel operating probes. As previously explained, the number
of data of a sector allocated to the various storage fields is either

or . The starting addresses of these
data blocks are either or , whereas the ending
addresses are either or . is the distance, in number
of symbols, from the beginning of each storage field, and is
the starting address of the first sector. As illustrated in Fig. 8,
the length of the area (overwrite region) in each storage field
that corresponds to a given sector takes one of two different
values, as does also the starting address. The total overwrite
region corresponds to the overwrite process over all storage
fields for a given sector.

As the probes operate simultaneously over all storage fields,
the overwriting of unequal data blocks can be achieved by using
the attribute of the overwriting mechanism, i.e., that writing a se-
quence of zeros does not affect the previously stored informa-
tion. Therefore, instead of generating overwriting data blocks
having three different combinations of lengths and starting ad-
dresses, equal-length data blocks are generated by appending
a block of zeros to the coded data (either at the beginning or
at the end), and the overwrite process always starts at position

and ends at position . As shown in Fig. 8, a
block of zeros is prefixed at the coded data of field , and an-
other block of zeros is affixed at the coded data of field . As the
length of the coded data in field has the maximum possible
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value, no block of zeros is added to the coded data of that field. If
multiple consecutive sectors have to be updated in a single write
operation, the affixing of blocks of zeros is performed only at the
beginning of the first sector and at the end of the last sector.

In the following example, we consider an AFM-based probe
storage device that consists of 64 data fields. The length of a
storage line is 100 m, the symbol distance is 18 nm, and it
uses 2048-byte long sectors. This is the maximum sector size
supported by interfaces such as the Secure Digital [23] and the
IEEE1394/Firewire [24]. Each sector is appended with 4 CRC
bytes, and the (151,129) RS code is used for error protection.
The rate of the (151,129) RS code is 0.854. The above system
configuration results in 16 codewords and an efficiency of
0.6452 when using the conventional data allocation method.
The partition of the initial data into 16 datawords required 12
padding bytes and the partition of the 16 interleaved codewords
to the data blocks stored in the 64 storage fields required 656
additional padding bytes (16 3 coded and padding bytes are
stored in each data field).

When the new data allocation method is used, the initial 12
padding bytes are still required for creating the 16 datawords,
but the partition of the 16 interleaved codewords to the data
blocks stored in the 64 storage fields does not require any ad-
ditional padding bytes, as 16 3 bytes are stored in 23 data
fields and 16 2 bytes are stored in each of the remaining 41
data fields. The data allocation round is restarted every 64 sec-
tors. The new system configuration results in an efficiency of
0.8295, which is almost the rate of the RS code used.

V. CONCLUSION

The presented data allocation method can be exploited in
storage devices that consist of multiple, simultaneously oper-
ating data fields. As the analysis showed, the conventional data
allocation method results in a poor utilization of the device’s
resources as the number of data fields increases. The new
method presented here uses variable-length data blocks to store
a sector in the various storage fields and is independent of
both the number of storage fields and the error control coding
scheme used. Numerical results demonstrated the performance
improvement that is achieved by the presented method. The
applicability of the proposed method to AFM-based probe
storage devices has been described, and improved utilization
of device’s resources have been demonstrated by means of an
example.
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