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This work presents an FPGA-based emulator that can be used for emulating NAND Flash memories, either
at the chip or at the channel level, along with the effect of aging on their performance. The emulator is
based on a reconfigurable hardware-software architecture, which enables accurate representation of
various NAND Flash technologies, focusing especially on MLC cases. The presented architecture can be
used for emulating memories at the chip and channel level, while the proposed hardware platform can
be used as a valuable tool for developing and evaluating memory-related algorithms and techniques.

ﬁij;vys(:‘lj;“e memories In this paper, we analyze the architecture of the NAND Flash memory emulator and we present details
NAND Flash about its internal functionality. Using experimental results, we demonstrate the high accuracy achieved
Memory aging when it is used to emulate specific MLC and TLC NAND Flash chips and we describe how this custom

FPGA emulator hardware can be used to emulate a complete NAND Flash channel, which consists of multiple NAND

Flash chips that share a common data path and support the execution of pipelined commands.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

NAND Flash memories, the most well established non-volatile
memory (NVM) technology today, are used extensively for replac-
ing magnetic hard disk drives and volatile memory-based caches in
enterprise storage systems. NAND Flash-based solid state drives
(SSDs) proliferate as a low-cost, high-performance and reliable
storage medium for commercial and enterprise storage systems.
The rapid scaling of NAND Flash memories, with process nodes
down to 15nm, and the use of multi-level cell (MLC) and
triple-level cell (TLC) technologies has increased their storage
density and reduced the storage cost per bit dramatically.
However, their lifetime capacity has also been affected. Different
noise sources and interferences along with aging effects have a
great impact on the memory reliability and endurance, and hence,
on the storage systems where these memories are used. Numerous
methods and techniques, such as wear-leveling, specialized error
correcting codes (ECC) and precoding techniques have been
employed to compensate these effects [1-4], while other tech-
niques, more complex but also more efficient, like dynamic adap-
tation of read reference thresholds, are at an experimental level [5].
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The development of these techniques is based on experimental
characterization of NVM cells and chips. Characterization is related
with measuring bit error ratio (BER) and response times (read and
write times) during the whole lifetime of a device, for various load-
ing data patterns and timing scenarios. This process is performed
using real NVM ICs, usually the engineering or pre-production
parts, while more thorough testing at the system level is
performed when production parts are available. This approach
has two major drawbacks. On one hand, it is a very
time-consuming process, since the aging of a NVM may require a
large number of program/erase (P/E) cycles to be performed for
each experiment, ranging from tens of thousands (NAND Flash)
to millions (Phase Change Memory, PCM) program cycles. On the
other hand, the aging characteristics of a NVM are proportionally
dependent on the number of the performed P/E cycles, thus, mak-
ing it impossible to conduct different or successive experiments at
the same aging state of a memory chip. In [6] we presented a
model that accurately represents the aging process of a MLC
NAND Flash cell, while in [7] the analysis of a MLC NAND Flash
memory as a time-variant communications channel, based on the
asymmetric 4-PAM model, was presented. In [8] we presented
the architecture of a flexible FPGA-based platform, designed for
accurate emulations of NVM technologies at the chip level.

For achieving high storage capacity, minimum latency and high
I/O rates, SSDs use multiple NAND Flash memory channels that
have distinct data paths and operate asynchronously. In this case,
a number of NAND Flash chips is used per channel by using the
same data/control signals and a small number of different
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control/status signals. Such architecture allows the use of pipelin-
ing, in order to increase the channel write performance by exploit-
ing the much higher write time compared to the data transfer time.
In this paper, we present the architecture of a flexible FPGA-based
platform, designed for accurate emulation either of a single NAND
Flash chip or of a NAND Flash channel that supports pipelining,
focusing mainly on high-density MLC and TLC technologies.
Accuracy is measured in reference to experimentally specified bit
error probabilities for various aging conditions (ie. the number of
P/E cycles applied to a NAND Flash chip), usually for random data
patterns. The hardware platform presented in this work is based
on a reconfigurable hardware-software architecture which enables
the accurate emulation of any NAND Flash technology. The initial
designs were implemented on a FPGA with a hard-wired CPU core
for higher flexibility, while more complex configurations of the pro-
posed platform were implemented on a high-end FPGA. This hard-
ware platform is a valuable tool for evaluating memory-related
algorithms, signal processing and coding techniques.

The remainder of this paper is organized as follows. Section 2
analyzes the basic characteristics, the most common architectures
and I/O interfaces of NAND Flash memories. Section 3 analyzes the
level distributions of two NAND Flash memory technologies and
how they are affected by the aging conditions. In Section 4 we dis-
cuss the key aspects of emulating the BER of a NAND Flash cell,
while in Section 5 we present the main architectural components
of a more complex system, where the NVM emulator has been con-
figured to perform emulation at a chip or at a channel level. Finally,
in Section 6 we present experimental results of NAND Flash chips
and demonstrate how the proposed system accurately emulates
their BER behavior.

2. NAND Flash memory technology

NAND Flash memories are based on Flash cells, implemented by
using floating gate transistors (FGTs), that is, field effect transistors
(FETs) with an additional floating gate between the substrate and
the control gate, as depicted in Fig. 1(a). The effective threshold
voltage of a FGT, and thus its I-V characteristic, depends on the
charge stored in its floating gate (Fig. 1(b) for SLC NAND) [9].
NAND Flash cells acquire non-volatile properties as the floating
gate is surrounded by dielectrics which ensure the reliable isola-
tion of the trapped charge for long periods of time [10]. Fig. 1(c)
illustrates the interconnection of FGTs in a NAND Flash block.
Groups of FGTs sharing the same bit-line are connected in series,
forming strings, while logical pages are formed by cells sharing
the same word-line. All strings of cells sharing the same group of
word-lines form a NAND Flash block. There are several architec-
tures which determine how pages are formed within word-lines.
For example, in the odd/even bit-line architecture of a NAND
Flash, odd pages are formed by cells belonging to the odd
bit-lines, while even pages are formed by cells belonging to the
even ones, respectively. However, in the all bit-line (ABL) architec-
ture there is no such separation [11]. Without loss of generality, in
this work we assume that each word-line of cells contains only one
logical page.

Programming of NAND Flash cells is achieved by applying bias
voltages to the control gate and the drain of the FGTs, which causes
the Fowler-Nordheim (FN) tunnelling phenomenon and traps the
charge into the floating gate. This operation is only allowed if
the cell was previously in the erased state (no charge stored in
the floating gate). Information stored in the cells is read by apply-
ing a small voltage at the drain of the FGT and sensing the current
that flows through it. Write (usually referred as program) and read
commands are performed on a page basis, while erase is performed
on a block basis.
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Fig. 1. (a) Floating gate transistor, (b) I-V characteristic and (c) NAND Flash block.
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Fig. 2(a) illustrates a simplified block diagram of a NAND
Flash chip, which consists of the 2D memory cell array, cache
and data buffers, program and read circuits, registers, control
logic modules and the physical layer to interconnect with the
NAND Flash controller. The most common NAND Flash I/O inter-
faces take advantage of control signals (CE, CLE, ALE, WE, RE)
which define the operations to be performed. Additionally, a
bidirectional 8-bit bus (DQ) is used for command, address and
data transfers and a Ready/Busy signal (R/B) is used to indicate
the target status. The response time of a NAND Flash device is
determined by the data transfer time across the DQ bus and
the access time of the cell array, which is approximately 20-
90 ps for read (t,4) and 300-2500 ps for program (t,g) operations.
As technology scales and page size increases, the relation
between the data transfer time and the read/write times plays
an important role on the sustained data rate that can be
achieved. Hence, for decreasing the data transfer time, the latest
NAND Flash I/O interfaces use double data rate (DDR) asyn-
chronous logic, as well as a data strobe signal (DQS) to achieve
high data rates. The most common I[/O interfaces of NAND
Flash chips are Toggle [11] and ONFI [12], with data rates up
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Fig. 2. (a) Block diagram of a NAND Flash device. (b) Multi-channel architecture with multiple targets per channel.

to 400 MBps. The I/O signals used on the NV-DDR2 mode of
ONFI3.2 are illustrated in Fig. 2(a). Usually the read time (the
time required to read the data from the memory cells and to
store them in the chip’s internal buffer) is comparable to the
data transfer time, while the write time (the time required to
store the data from the chip’s internal buffer into the memory
cells) is a multiple of the data transfer time, and that results
in lower sustained data rate during write compared to read.

In order to increase the storage density and to implement
high performance NAND Flash SSDs, a number of NAND Flash
chips is connected to the SSD controller using a set of indepen-
dent channels. Each channel uses a number of Flash chips that
share the same data path and a subset of control signals, while
a few dedicated control/status signals are used per Flash chip.
Each Flash memory has independent CE and R/B signals and thus
operations can be performed on an interleaved manner, maxi-
mizing the utilization of the channel, allowing pipeline execution
of consecutive read/write commands at different dies. The SSD
controller accesses multiple channels in parallel in order to
increase the overall system throughput. A multi-channel
architecture of a NAND Flash based system with multiple Flash
chips per channel is depicted in Fig. 2(b). Using this approach,
the read sustained data rate may achieve the maximum channel
data rate under optimum loading conditions, while the write
sustained data rate improves significantly, usually by a factor
equal to the pipeline depth.

3. Modeling the effect of aging
3.1. Modeling level distributions

Storing data in a MLC NAND Flash is achieved by accurately pro-
gramming its cells into various intermediate voltages. More specif-
ically, for an n-bit/cell NAND Flash, each cell can be programmed
into 2" different levels. Each level corresponds to a symbol, repre-
sented as an n-bit binary vector, which can be mapped using differ-
ent schemes (i.e. Gray mapping, direct mapping) [1]. As the
number of states increases, the margin separating them becomes
less, therefore MLC memories are more vulnerable to noise sources
than SLCs. The voltage/level distributions are affected by different
noise sources, such as cell-wearing, while cell-to-cell interference
(CCI) plays a major role when process nodes below 30 nm are used
[13]. It has been shown in [14,15] that each NAND Flash cell can be
modeled as a level-dependent additive white noise channel
(LD-AWGN).

The noise characteristics depend on the aging state of the cell
and the input symbol s, i.e. the noise is data-dependent. Let L
denote the ideal level of the input symbol s. The read-out signal
S is a random variable given by (1), where y, and o, are the mean
and standard deviation of the LD-AWGN:

1

V2021

p(s) = o~ (S-(us+Ls))? /202 (1)



A. Prodromakis et al./ Microprocessors and Microsystems 39 (2015) 1052-1062 1055

Cycling a memory cell alters the parameters p and ¢ of the
Gaussian probability density function. The mean noise levels are
usually shifted to higher values and level distributions become
wider. Consequently, level distributions of different symbols may
increase their overlap and an erroneous read of the stored informa-
tion is more likely to happen, therefore leading to higher raw BER.

3.2. Multi-level and triple-level cell technologies

In this paper, we use the results of [16] to determine the mean
level L of each symbol in a MLC NAND Flash cell. In addition, we
extend the model presented in [7] to cover TLC NAND Flash devices
as well.

Fig. 3(a) and (b) present the level distributions of a MLC and a
TLC NAND Flash cell, respectively. We assume that if ¢ denotes
the AWGN standard deviation of an intermediate level then the
outer levels (erased and fully programmed states) have a standard
deviation of k;¢ and ko, respectively. This approach can cover all
types of MLC and TLC NAND Flash technologies presented in the
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Fig. 3. Level distributions of (a) 2-bits/cell MLC NAND Flash and (b) 3-bits/cell TLC
NAND Flash.

existing literature. For example, based on [17], k; =2 and k, =1,
while based on [18], k; = 1.5 and k, = 1.2. Additionally, k; = 4
and k, =2 asin [1,2].

Furthermore, we have parameterized the nominal voltage levels
in order to easily adapt the mathematical analysis to the electrical
characteristics of different devices.

The nominal voltage levels of a 4-levels MLC NAND Flash can be
expressed as:

L] = oW

L, =@+m)W

Ly =(x+m+1)W

Ly =(@+m+my+1)W

)

In a TLC NAND Flash memory the nominal voltage levels are:

aW wheni=1
L=< (o+m +i—2)W when 2 <ig7 3)
(0 +my +my +5W wheni==8

In order to minimize the effect of erroneous charge detections,
which usually happen between adjacent voltage distributions, we
assign Gray code mappings to the symbols in both MLC and TLC
technologies.

By treating the memory device as an asymmetric n-PAM com-
munication channel with time-variant (aging) characteristics (the
case of 4-PAM has been analyzed in [7]), one can express the rela-
tion of BER with p and ¢ of the Gaussian probability density func-
tion in a closed form. Furthermore, this analysis can be extended
for non-equiprobable data and for different noise models deter-
mined by k; and k,. Using the same methodology, we can treat
the TLC NAND Flash cell as an asymmetric 8-PAM communication
channel with time-variant (aging) characteristics.

The probability P(es|s;) of symbol error when reading a symbol
s;, can be computed by integrating each voltage distribution for
S ¢ [Ti_1,Ti]. Therefore, P(es|sq) is given by:

1 T, — L1>

P(es|s1) = = erfc 4

(€l =3 f(mo'\/f @

Similarly, we can compute the probabilities of symbol error for

all distributions with standard deviations equal to ¢. Therefore, for
ie2,7):

1 Tiq — L,—|> 1 (Ti - Li)
P(es|s;) = zerfc| ———— | +=erfc 5
i) = gerfe( TS 4 erge(T 5)
Finally, the probability of symbol error for sg is given by:
1 |T; — L8|>
P(es|sg) = =erfc 6
(else) = yerie (L2 6)

The total symbol error probability is equal to symbol error rate
(SER) and is a function of symbol probabilities (p;), mean values
(#; +L;) and standard deviations (o;) of the threshold voltage

distributions:
3

SER = P(e;) = Y _piP(esls:) (7)
i=1

In a TLC NAND Flash, BER calculation depends on symbol map-

ping. If we consider the case of Gray mapping, which is the most

commonly used, we can make the approximation that since two

adjacent symbols differ only in one bit, the probability of bit error
P(ep|si) when receiving a symbol s; is approximately:

1 .

P(eplsi) = §P(es\si) ,i€1,8] (8)
and BER is equal to the total probability of bit error:

8
BER = P(ey) = Y piP(es|si) ©
i=1
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Table 1

Characteristics of different MLC NAND Flash devices.

Device A Device B Device C Device D

Number of blocks 8,192 4,096 16,384 16,384
Pages per block 128 64 128 128
Page size (Bytes) 4096 + 128 2048 + 64 4096 + 224 8192 + 448
Total capacity (Gbits) 32 8 64 128
Page read time (us) 60 25 25 35
Page program time (pis) 800 200 230 300
Block erase time (ms) 2.5 2 0.7 0.7

4. Emulating the BER of a NAND Flash cell
4.1. Relationship between P/E cycles and noise characteristics

In order to emulate the aging behavior of a NAND Flash cell, the
relationship between the aging state, that is the number of P/E
cycles experienced by the memory cells and the noise characteris-
tics has to be determined. However, noise characteristics, that is
mean and standard deviation of the distributions, are statistical
metrics which cannot be directly measured in a typical memory
device. In this section, we introduce a methodology of computing
the aging-noise relationship.

The qualitative similarity between BER as a function of ¢ and
BER as a function of P/E cycles indicates that there is a relation
between ¢ and the number of P/E cycles. In [14], it is stated, with
a justification based on measurements, that this is a linear relation
during the nominal lifetime of an MLC NAND Flash memory device,
o = aPE + b. We have verified this by studying measurements from
several MLC memories and different statistical characteristics of
the Gaussian distributions. Table 1 presents the characteristics of
the MLC devices used in our experiments. Moreover, as shown in
Fig. 4a, the linear relationship is preserved in all three different
MLC NAND Flash models and more specifically, for the first model
(ky =4,k =2) a=8.48- 107°,b = 0.01345, for the second model
(ky =4,k, =1) a=9.57-10",b=0.01347 and for the third
model (k; =1,k, =1) a=11.69-107° b = 0.01329.

On the other hand, by using the measurements of [19], we
observe that the relationship between ¢ and the number of P/E
cyclesinaTLC deviceis not linear, but it can be expressed as a second
order polynomial equation, following the relationship
0 = cPE? + dPE + e. The coefficients in the case of the first model
arec = -4.126-107'',d = 1.059 - 10~ % and e = 0.01898, for the sec-
ond model ¢=-4.259-10"",d =1.109-10°° and e = 0.01933,
while for the third model c = -4.199-10""",d = 1.142-107° and
e =0.01958.

The importance of this observation lies on the fact that the bit
error emulation of an NVM can be accomplished with high preci-
sion by measuring its aging behavior, without any knowledge of
its internal architecture or the electrical specifications of its cells.
However, if we are interested in emulating the internal electrical
characteristics of memory cells (e.g. the threshold voltages in a
NAND Flash memory cell), then the mean values of the distribu-
tions must be provided, since they cannot be acquired by mere
observations.

4.2. Memory cell emulation

As analyzed in Section 3, the BER behavior of a NAND Flash cell
can be modeled as a level dependent AWGN communication chan-
nel (LD-AWGN), with time-variant characteristics due to aging. The
architecture for emulating such a cell, depicted in Fig. 5b, consists
of three modules. The Noise Mapping module takes as input the
mean and standard deviation values of the k = 2" distributions,

as well as their nominal levels, and stores them to internal RAM
modules.

The noise characteristics can be provided either in terms of P/E
cycles or directly as 32-bit single precision y, ¢ parameters. In the
former case the Aging Logic block maps the user-specified aging
condition (P/E cycles) to equivalent noise characteristics (o) based
on the provided distribution model and the analysis of Section 4.1.
Although this module can be implemented on hardware, a soft-
ware implementation in the embedded processor is preferable,
since it provides the flexibility to emulate different technologies
using different distribution models by the same hardware setup.

The Noise Mapping module selects the noise characteristics
which correspond to the input symbol s and provides them to
the LD-AWGN module. The latter is responsible for generating
the soft read-back signal S which represents the actual read voltage
if the symbol s was written to the memory at the specified P/E
cycles. Finally, the Hard Decision module implements the decoding
of the read-back signal to an n-bit symbol s'. The hard-decision is
taken based on the provided read reference thresholds or by
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applying a dynamic adaptation of read reference thresholds algo-
rithm. The proposed architecture offers high flexibility, since it
can support emulation of cells with different storage capabilities
(SLC, MLC, TLC, QLC), by adjusting on-the-fly the value of k.

4.3. LD-AWGN implementation

The implementation of the level dependent AWGN generator,
shown in Fig. 5c, is based on the Box-Muller method [20].
According to this method, if a and ¢ are independent random vari-
ables from the same uniform density function on the intervals
(0,1) and (0, 2m) respectively, and
X =4/-2-In(a) - cos(¢p) (10)
then X will be a variable from the normal distribution with unit
variance, and zero mean (X ~ A(0, 1)). Finally, if

S=X-05)+ (i +Ls),

then S ~ NV (1, + Ls, 62).

The implementation of the LD-AWGN module, is based on the
architecture described in [6]. In our current implementation, the
LD-AWGN module operates at 200 MHz, providing a read-back sig-
nal S per clock, that is a processing rate of 50 MBps for the MLC
technology. Depending on the available resources, a larger number

(11)

of LD-AWGN modules operating in parallel can be implemented,
increasing the total processing rate.

5. Architecture of the NAND Flash emulator
5.1. Emulating a NAND Flash chip

The aim of the proposed design is to develop a high perfor-
mance emulation platform, capable of interfacing with existing
NAND Flash controllers and emulating the behavior (in terms of
BER characteristics and response times) of different NAND Flash
technologies accurately. Emulation can be performed at any
user-specified state of the aging process, eliminating the need for
cycling real NAND Flash chips. Furthermore, it provides the
capability to perform different experiments at the same aging
conditions, which is not possible when real chips are used.

In [8] we analyzed a system configuration, where the 1/O inter-
face of a general purpose NVM-Emulator (NVM-E I/O) has been
specified for interfacing with a microprocessor, using the AMBA
AXI4 specifications. This approach provides the advantage of per-
forming BER experiments, for different NAND Flash technologies,
using the same hardware set-up. The general term NVM-E is used
since the same approach can be used not only for NAND Flash
emulation, but also for other memory technologies, like PCM.
Since the emulation of the BER characteristics of a NAND Flash
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can be performed independently to its I/O interface, these experi-
ments can be executed at higher processing and transferring rates
than those of the real system. This is mainly due to the ability of
eliminating the t,; time during emulation. For instance, when 32
LD-AWGN modules are used in parallel, the processing rate is four
times faster than currently used controllers, and two times faster
than the emerging ones (ONFI4-based controllers).

In this work we describe the implementation of a NAND Flash
emulator that is compatible with a typical ONFI interface, the
ONFI3.2 NV-DDR2 interface. However, this analysis can be easily
extended to other types of interfaces, like Toggle. Fig. 6 highlights
the architecture of the NVM-E core, the block diagram of which has
been configured at a module-level abstraction in order to demon-
strate its structural similarity with a real NAND Flash chip. The
advantage of this approach is that a NAND Flash chip can be
replaced by the NAND Flash emulator transparently. Hence, the
development of various signal processing algorithms and tech-
niques can be applied directly to the data acquired by the NAND
Flash emulator in the same way as if a real chip were used. The
NAND Flash core consists of the following modules:

The Control Logic and the I/O Control modules implement the
logic to interface with the NAND Flash controller. The former han-
dles the I/O control signals and contains the finite state machines,
which are activated depending on the command to be executed.
The latter is responsible for handling the data bus 1/Os.
Commands, addresses and data are processed via this module
and are stored in internal registers and buffers.

The Command and Status Registers have the same functionality
with the typical registers of a NAND Flash device. The NVM-E
Registers are used to store the aging parameters, such as the mean
and standard deviation values, the ideal voltage levels and the read
reference thresholds, as well as other parameters related to the
emulation target, like the cell technology and the page/block sizes.
Finally, the Timing Registers are used to store the response (pro-
gram, read and erase) times of the chip. Their content can be

NVM-E ONFI 3.2 (NV-DDR?2)

adjusted according to the aging conditions, based on the experi-
mental results of real NAND Flash chips.

The Data In Buffers are used to store the input data temporarily.
When the data of a word-line has been loaded to the buffers, the
symbols are then stored to a DDR3 DRAM module. The DRAM
DIMM interfaces with the rest of the emulator logic using a
64-bits (DQ) DDR3 interface. When the symbols have been pro-
cessed by the emulation logic during an ONFI read command, they
are stored as output page data to the Data Out Buffers and as soft
word-line data to the Soft Out Buffer. The read and write addresses
are acquired by the Address Decoder, which translates the row/-
column NAND Flash addresses to the flat address space of the
DRAM.

5.2. Emulation-specific commands

The NAND Flash emulator supports all the basic NAND Flash
commands, like Page Program, Page Read, Block Erase, Set/Get
Features, Reset and Read Status commands. In order to provide full
compatibility with the existing NAND Flash controllers, the access
of the additional registers of the NVM-E core is performed using
custom Set/Get features commands. Furthermore, the soft data
can be read from the NAND Flash core by applying a Soft Read com-
mand when a Page Read command has been executed. The Soft
Read command has been implemented similarly with the Page
Read command, differing only to the command opcode and page
size.

5.3. Synthesis results

The NVM-E core has been also synthesized for the Xilinx’s
xc7vx690tffg1157-2 Virtex-7 FPGA device using the Vivado
2014.4 suite. Table 2 presents the post-synthesis utilization of var-
ious configurations of the NVM-E core (the number of LD-AWGN
cells increases). Furthermore, it illustrates the processing rates that
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Fig. 6. Architecture of the NVM-E.
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Table 2
Synthesis results.
4 Cells 16 Cells 32 Cells 64 Cells Available

Slice LUT 10,192 39,363 79,582 157,205 433,200
Slice registers 19,032 68,248 134,251 266,768 866,400
BRAM 15 36 64 134 1,470
DSP 48 192 384 768 3,600
BUFG 5 5 5 5 32
Rate (MBps) 300 1,200 2,400 4,800 -
Rate (MSps) 1,200 4,800 9,600 19,200 -

can be reached, in megabytes per second (MBps) and megasymbols
per second (MSps), when the operating frequency is 300 MHz.

5.4. Emulating a NAND Flash channel

As shown in Fig. 6, the NVM-E core can be used to emulate not
only single NVM chips, but also more complex configurations. For
example, multiple NAND Flash chips, forming a single channel,
sharing the same data lines and operating on a pipeline fashion
can be emulated using a single NVM-E core. In this case, the
address space of the internal DRAM is partitioned between the
different NAND Flash targets. Furthermore, the number of data
buffers is increased in order to store the page data of all targets
simultaneously. Finally, an arbiter is utilized to schedule the wri-
te/read accesses to the external DRAM DIMM. The NAND Flash
emulator has been implemented on a board containing the
above-mentioned Virtex-7 FPGA chip and two 8 GB DDR3
DRAMs. The implemented design consists of two NVM-E cores,
where each one emulates a channel consisting of four 2 GB MLC
NAND Flash ICs. However, depending on the installed DRAM on
the FPGA board, NAND Flash devices with larger storage capacity
can be emulated.

Since the value of t,, is approximately an order of magnitude
larger than the value of t.,, the number of targets, sharing a
NAND Flash channel, can be high and the maximum value is deter-
mined by the page size, the data transfer rate (DTR) and tp,.
However, other limitations, such as the parasitic capacitances at
the signal lines, play an important role on the data integrity and
hence, on the maximum number of targets that can share the chan-
nel, especially when the rate of the data bus increases. Contrary to
a typical NAND Flash channel, where the data bus is shared
between all chips, in the NVM-E channel the DQ data bus drives
only one NVM-E core, independently to the number of chips being
emulated and hence, parasitic capacitances do not affect the
operating frequency of the data bus when the number of emulation
targets becomes larger. Moreover, although the number of chips
being emulated has a minimal impact on the resource usage due
to the additional data buffers, it has no effect on the maximum
operating frequency of the NVM-E. However, if a small FPGA is
used, a large number of emulation targets could reach the limit
of the available resources and decrease the operating frequency.
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Although a typical NAND Flash channel is shared by four chips,
our design has been designed to support up to 8 targets/channel.
Table 3 illustrates the maximum read pipeline depth (RPD) and
write pipeline depth (WPD) that can be supported for different
NAND Flash technologies and interfaces. Furthermore, we calcu-
lated the sustained read transfer rate (SRTR) and the sustained pro-
gram (write) transfer rate (SPTR), when the channel is configured
without pipelining, with 4 stages of pipelining (typical NAND
Flash channel) and with 8 stages of pipelining (NAND Flash emula-
tor channel), respectively.

5.5. Emulating SSDs

The architecture of the NAND Flash emulator allows the imple-
mentation of even larger configurations. For instance, depending
on the available glue logic, multiple instantiations of the aforemen-
tioned NAND Flash channel emulator can be implemented on the
same FPGA, in order to emulate the storage area of a SSD with
multiple NAND Flash channels. For instance, four FPGAs and the
respective DRAMs, configured as described in Section 5.4, can be
used, in order to emulate the storage area of a 64 GB SSD with 8
NAND Flash channels. Furthermore, different FPGA boards can be
used to emulate hybrid SSD-based systems, providing an environ-
ment for developing and evaluating architectures related to their
lifetime capacity, such as a redundant array of inexpensive disks
(RAID) configurations. Fig. 7 illustrates the architecture to emulate
a small scale SSD, where the SSD emulation (SSD-E) units are
interconnected via a third generation Peripheral Component
Interconnect Express (PCle) switch.

6. Experimental results
6.1. Experimental set-up

The experimental setup, illustrated in Fig. 8, has been
implemented using two FPGA boards. One FPGA board contains a
NAND Flash controller and an embedded processor, while the sec-
ond FPGA board contains the NAND Flash emulation core (NVM-E
in this figure as explained earlier). The host machine contains a
user-friendly environment, allowing the execution of experiments
by employing a set of high-level commands. The communication
between the host machine and the embedded processor has been
developed using the TCP/IP protocol stack and a custom data trans-
fer protocol [21]. The microprocessor processes the commands
sent by the host machine and initiates commands execution at
the NVM-E via the NVM controller. The NVM controller was devel-
oped as an AMBA AXI4 peripheral and implements data acquisition
and logic to interface with the NVM-E core. Both systems have
been developed using the Xilinx Vivado 2014.3 suite and
implemented on Zynq-7000 zc706 Xilinx evaluation boards, inter-
connected with special cabling via the HPC FMC connectors.

Table 3

Pipeline depths for various NAND Flash technologies.
Interface Cell tq tpg Page size DTR tor RPD WPD SRTR1 SRTR4 SRTR8 SPTR1 SPTR4 SPTR8

(us)  (ms)  (Bytes) (MBps) (ps) (MBps) (MBps) (MBps) (MBps) (MBps) (MBps)

ONFI 1.0 SLC 60 800 2,112 40 528 2 16 18.7 40.0 40.0 25 9.9 19.8
ONFI 1.0 SLC 60 800 4,224 40 1056 2 9 25.5 40.0 40.0 4.7 18.7 37.3
ONFI 2.0 MLC 50 900 4,320 166 260 3 36 56.8 166.0 166.0 4.7 18.7 37.3
ONFI 2.0 MLC 25 200 4,320 166 260 2 9 84.7 166.0 166.0 19.1 76.5 152.9
ONFI 2.0 MLC 50 1,300 8,640 166 520 2 26 84.7 166.0 166.0 6.4 25.6 51.1
ONFI 2.0 TLC 90 2,400 9,640 166 581 3 42 65.1 166.0 166.0 3.9 15.7 314
ONFI 2.2 MLC 35 300 8,640 200 432 2 8 110.5 200.0 200.0 25.2 100.7 200.0
ONFI 3.0 MLC 50 1,400 16,384 400 410 2 35 180.1 400.0 400.0 114 45.5 91.0
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Fig. 7. Emulating hybrid SSD-based systems.

Experimental loading scenarios and analysis have been performed
using the MATLAB environment at the host side.

6.2. Emulating commercial MLC and TLC NAND Flash memories

This section presents the experimental results of the NAND
Flash core, when emulation of MLC and TLC NAND Flash memories
is performed. The internal characteristics of the memories, such as
threshold voltage distributions and their variations as a function of
their aging state, were unknown. We assumed that the effect of the
mean voltage drift was negligible compared to the effect of the
standard deviation and therefore during the emulation process
we kept the mean noise value equal to zero. This fact was compen-
sated by adjusting the noise’s standard deviations as the number of
P/E cycles was increased. For the threshold voltage distribution
model we used the values k; =4 and k, = 2.

The first step was to determine the BER as a function of the
noise’s standard deviation. Initially we developed a mathematical
model to study this relation [6] and then we performed a set of
experiments at the NAND Flash emulator by programming with
random data and reading the pages of various blocks, as the nor-
malized standard deviation was increased. The relationship
between BER and the normalized standard deviation, when emu-
lating an MLC NAND Flash memory (asymmetric-4PAM), is illus-
trated in Fig. 9(a).

The next step was to determine the relationship between BER
and P/E cycles of the real NAND Flash memory. This process was
performed by erasing, programming with random data and reading
the pages of various memory blocks, while the raw BER was com-
puted at each PJE cycle. Due to the fact that the experimental data
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Fig. 9. BER as a function of (a) standard deviation and (b) P/E cycles, using an MLC
NAND Flash device and the MLC NAND Flash emulator.
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Table 4

Comparison between NVM-E and NAND Flash memory measurements.
P/E cycles (K) 20 40 60 80 100
NVM-E mean (x107%) 0.03 0.30 1.63 4.49 9.69
NAND Flash mean (x1 0’3) 0.01 0.33 1.46 4.50 9.23
NVM-E variance (x]O’G) 0.00 0.02 0.13 0.44 0.88

NAND Flash variance (x107°) 0.00 0.01 0.05 0.36 1.08

—TLC NAND Flash average BER]'
TLC NVM-E BER.

o
&

Bit Error Ratio

5 6
P/E Cycles [k]

Fig. 10. BER as a function of P/E cycles, using a TLC NAND Flash device and the TLC
NAND Flash emulator.

have significant fluctuations, the BER curve was approximated by
data fitting. In Fig. 9(b) we present the measurements of BER as a
function of P/E cycles of the MLC NAND Flash chip. The experimen-
tal BER results are indicated with gray, while the solid black curve
represents the average BER.

Using the two curves of Fig. 9(a) and (b), we determined the
relation between standard deviation and P/E cycles for the whole
lifetime of a device. For a given BER value in Fig. 9(a) we determine
the standard deviation and for the same BER value in Fig. 9(b) we
find out the respective P/E cycles value. Therefore, the Aging Logic
of the NAND Flash emulator was configured with the parameters
estimated during the above mentioned process. Then, for various
aging conditions we collected data from the NAND Flash emulator
using the same procedure as in the NAND Flash device. A set of
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Fig. 11. Threshold voltage distributions of an emulated TLC NAND Flash for two
aging conditions.

commands was applied (block erase, programming all pages of
the block with random data and reading them back) and BER
statistics were collected. The NAND Flash emulator BER measure-
ments are marked with dots in Fig. 9(b).

Table 4 provides a quantitative evaluation of the similarity
between the BER results of the NAND Flash emulator and the
respective BER results collected from the NAND Flash memory
for different aging phases.

A similar approach was followed for the TLC NAND Flash mem-
ory. After determining the second order polynomial relationship
between ¢ and the P/E cycles, we configured the Aging Logic of
the NAND Flash emulator and then we measured BER. Fig. 10
depicts the average BER measurements stated in [19] along with
the BER measurements collected using NVM-E. The distributions
of the initial and of an aged state of the emulated TLC NAND
Flash memory are shown in Fig. 11. The qualitative voltage thresh-
old shifting for the aged state is based on the qualitative figure for
voltage threshold shifting in NAND Flash memories, presented in
[22].

Comparing the experimental results of the real NAND Flash
devices with the results generated by the presented NAND Flash
emulator, it becomes obvious that the proposed architecture repre-
sents accurately the behavior of real NAND Flash devices, when
configured with the appropriate parameters.

7. Conclusions

The architecture and the functionality of a NAND Flash emula-
tor was analyzed and presented. The NAND Flash emulator can
accurately represent the bit error characteristics and the response
times of a real NAND Flash chip during its whole lifetime, by asso-
ciating aging conditions with emulator’s internal parameters. The
presented emulator can be used for replacing single chip or a set
of chips organized as a single memory channel. The emulator’s
functionality and accuracy was validated by comparing its output
in terms of BER statistics with experimental data from real NAND
Flash memories. The NAND Flash emulator provides a valuable tool
for development and evaluation of memory-related algorithms,
since it offers real-time and high precision emulation under
user-defined aging conditions and adjustability to the characteris-
tics of the emulated NAND Flash technology.
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