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Single-bit error-correction circuit for ATM
interfaces '
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Cell switching systems use cyclic codes for protecting cell headers
from transmission errors either by detecting multiple errors or by
correcting single-bit errors. The Letter presents a new method for
implementing single-bit forward error-correction functions by
minimising the complexity of parallel CRC circuits, resulting in
low hardware complexity and high operational speed. The method
does not use a look-up table for determining the corrupted bit
position, but implements a repetitive algorithm for matching the
generated syndrome. The implementation of the proposed method
to an ATM interface using field programmable gate arrays is also
described.

Introduction: A broadband integrated services digital network (B-
ISDN) uses the asynchronous transfer mode (ATM) as the basic
technique for information exchange. In ATM, fixed-length cells
are transmitted consisting of a header and a payload [1]. An error-
correcting code is used in the cell header for achieving enhanced
transmission reliability, since the cell header supports network
routing functions. The error-correction function is based on cyclic
code theory and is usually implemented using a look-up table,
which contains the syndrome values [2].

Although the cyclic redundancy code (CRC) calculation is a
well documented process, the determination of the position of the
corrupted bit in the cell header is a laborious task and affects the
circuit complexity and its maximum operational speed. In this Let-
ter, a new method for single-bit error-correction is presented. The
analysis of the proposed method is given initially, concentrating
on parallel data formats, and its implementation in an ATM inter-
face is described.

Implementation constraints: When (m-n) bits of data are transmit-
ted using the CRC method, codewords, represented as M(x) =
X, 'mx’, are produced using the G(x) = Z._,"g;x’ generator poly-
nomial. During codeword transmission, if a single bit error is
inserted, the received message is the sum of the transmitted mes-
sage M(x) and of a term x, where / is a number between 0 and
(m~1), indicating the position of the corrupted bit. Since M(x) is a
codeword derived by applying the CRC algorithm using the G(x)
generator polynomial, the remainder left over from dividing
x"M(x) by G(x), denoted as Ry, {x"M(x)} [3], is equal to zero in
error-free transmissions. So, the remainder resulting at the receiver
from the division of x"(M(x)+x") by G(x) is

RG(I){IH(M(I) + Tl)} = Rg(x){m”M(x)}—kRG(r){r" Ii}
= Rg(z){l‘n Ii} (1)

since the remainder of a sum of polynomials under division by
another polynomial is the sum of the remainders of the individual
polynomials. Generally, in order to implement single-bit error-cor-
rection functions, the m possible patterns R, {x"x’} are stored in
a look-up table and the position of the corrupted bit in the
received message is determined by comparing the division remain-
der with the look-up table content. The correction is performed by
inverting the bit at the respective position.

The use of a look-up table cannot be considered as the opti-
mum solution, since a part of the available silicon area is wasted
for storing this table. In some applications, the use of a look-up
table is impractical, due to constraints imposed by the technology
used and by the cost of additional circuitry. In particular, when
FPGAs are used, the use even of a small look-up table requires a
large portion of the available functional blocks. In some cases,
even for ASIC developments, as in [4], the error-correction func-
tion is not implemented, based on the assumption that the channel
has a small BER.

This Letter presents a new method for implementing single-bit
error-correction functions without using a look-up table. The
method uses a repetitive procedure for determining the position of
the erroneous bit. It has been implemented using FPGAs in high
circuit speeds, where the best utilisation of the chip resources is
critical and there are limited capabilities for implementing memory
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cells. Although the method can be analysed and implemented
using either serial or parallel data representation, the analysis that
follows is based on the parallel data format, since it was initially
developed for STM interfaces, which exploit the SDH framing
structure for achieving byte-level synchronisation.

Method analysis: In the parallel data format, the received code-
word consists of a number of data blocks, where each block con-
tains A bits, and the total number of blocks of each codeword is
equal to b = m/A. The hardware implementation of the parallel
CRC computation consists of an XOR-plane which combines the
current data block with the syndrome computed from the preced-
ing data blocks. For determining the XOR-plane in the general
case, the following state transition equation is applied, which com-
bines A shift and conditional subtract operations within a single
clock cycle [5]:

R(t+ X)) =
[TO Tl v~~r71—)\—l][0|111—)\]G)([Tﬂ.—)\ Tn-A+1 “‘7‘71—1]‘I'Z(f))D
(2)
where [r, r, ...r, ] is the syndrome at the s-transition, and Z(¢) = [z,
2,01 - Zraa 1] 18 the vector containing a block of A bits, and

G1 0O 1 0 - 0
GT .
D=| wihT=|% 0 1 0
GTH! do 91 92 In—1

The m syndrome patterns of eqn. 1 are represented by a (b x A)
matrix S:

50,0 50,1 80,01
51,0 S1,1 S1,a-1
S =
$h~1,0 Sb-1,1 Sh—1,A—1

where
sy = Rom{z"a™} 0<i<b-1 0<j<A-1

Sp—1,a-1 = RG(I){-T'H ;I'm_l} i=b—-1,7=A-1
(3)

The last row of matrix S contains the syndromes of all the single
bit errors occurring in the first incoming block of the received
message, while the last column consists of the syndromes of all
single-bit errors occurring in the most significant bit of each block
of the received message. Assuming that the message has been cor-
rupted by an error at the i-bit of the j-block, the remainder left
corresponds to the s, pattern. Applying eqn. 2, after (b-1--) cyclic
shifts through the XOR-plane, the result left in the CRC circuit
flip-flops is the s,_, , element of the syndrome matrix. In this case,
an appropriately defined AND-plane of A n-input gates can be
used for single bit error detection, since the AND-plane is capable
of detecting all single bit errors occurring in the first block of the
message. The AND-plane is given by

€i(m-r—1) = Rgm{z" 2’} form - A -1<i<m (4)

The number of shift cycles is measured by a modulo-b counter
which indicates the block of the message where the error occurred.
If the initial data have been stored in a (b x A) first-in-first-out
memory, the corrupted bit can be corrected during memory read
cycles using an XOR-plane, which is activated when the respective
data block passes through. Fig. 1 shows the circuit that imple-
ments this method.
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Fig. 1 CRC circuit for single-bit error-correction in parallel data formats
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Application of method in ATM interfaces: The above method has
been used in the STM-1 interface of B-ISDN. Owing to the frame
structure of the SDH transmission interface, byte synchronisation
is achieved at the SDH framing circuit and a byte stream is passed
to the ATM cell-level based functions. The fifth byte of the header
of an ATM cell is the CRC of the first four bytes containing the
routing information for the cell. The generator polynomial used
for the syndrome generation is the CCITT CRC-8 polynomial
G(x) = 1+x+x*+x? [6]. If the cell header is processed a byte at a
time, the parameters of eqn. 2 become A = 8, n = 8 and m = 40,
and the equation is simplified to

R(t + 8) = ([To 7‘1...7‘1] 5% Z(t))D (5)

After some mathematical manipulations, the matrix D is calcu-
lated to be equal to

rm 1.1 0 0 0 0 07
01110000
00111000
00011100
D= 00001110 ()
0 00 00111
11100011
L1 0 01 0 0 0 1l

while the XOR and the AND planes, presented in Table 1, are
derived by using eqns. 4 and 5.
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Fig. 2 Circuit timing diagram with single-bit error-correction function

The circuit of Fig. 1 can be used for error detection and correction
for ATM interfaces, like STM-1, if 8 bits are considered in each
data block. The part that is contained in the dashed rectangle can
be used by the transmitter for generating the HEC byte of the
ATM cell header. Fig. 2 shows the circuit operation when the
received data contain a single error in the 22nd position (byte 3,
bit 6). The correction circuit is activated when a nonzero syn-
drome is detected and requires four cycles for determining the cor-
rupted bit position. The CRC calculation clock is equal to the
data rate, while the correction clock can be much higher and
depends only on the total circuit propagation delay. When the
error position has been determined, the content of the AND-plane
and the values of the counter are frozen, up to the end of the cor-
rection procedure. The CRC generation and correction circuit has
been implemented in an XC3164 FPGA, requiring 20 CLBs, six
CLBs for the CRC generator and 14 for the correction part. It has
been tested at 19.44 MHz (155.52Mbit/s) in an STM-1 SDH inter-
face, at 77.76 MHz (622Mbit/s) for the STM-4 interface, while its
maximum speed for this type of FPGA has been measured to be
90MHz by optimising the placement of the CLBs.

Table 1: XOR and AND plane functions for CCITT CRC-8
polynomial
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Conclusions: This Letter presented a new method and the respec-
tive circuit for single-bit error correction in ATM interfaces. The
method can be applied to any length of coded data and is inde-
pendent of the CRC generating polynomial. The main advantages
of the proposed circuit are its ability to determine the position of
the corrupted bit without using any look-up table and its imple-
mentability using FPGAs.
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