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The IEEE 802.11 Distributed Coordination Function in
Small-Scale Ad-Hoc Wireless LANs

Eustathia Ziouva and Theodore Antonakopoulos!

The IEEE 802.11 standards for wireless local area networks define how the stations of an ad-hoc
wireless network coordinate in order to share the medium efficiently. This work investigates the
performance of such a network by considering the two different access mechanisms proposed in
these standards. The IEEE 802.11 access mechanisms are based on the carrier sense multiple access
with collision avoidance (CSMA/CA) protocol using a binary slotted exponential backoff mechanism.
The basic CSMA/CA mechanism uses an acknowledgment message at the end of each transmitted
packet, whereas the request to send/clear to send (RTS/CTS) CSMA/CA mechanism also uses a
RTS/CTS message exchange before transmitting a packet. In this work, we analyze these two access
mechanisms in terms of throughput and delay. Extensive numerical results are presented to highlight
the characteristics of each access mechanism and to define the dependence of each mechanism on
the backoff procedure parameters.
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1. INTRODUCTION

Wireless local area networks (WLANs) become
more and more crucial in the proliferation of new services,
and they attract the interest of researchers, system integ-
rators, and computer manufacturers. By providing the
ability to roam throughout a coverage area while
remaining connected to traditional LAN-based services,
wireless technology frees the users from the limitations
of a wired network. The Institute of Electrical and Elec-
tronics Engineers (IEEE) has developed the 802.11 stand-
ards, which define the medium access and the physical
layer functions of wireless LANs operating in an ISM
band [1-3].

The IEEE 802.11 medium access control (MAC)
layer specifies the basic access method and various mech-
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anisms to provide contention and contention-free access
control on a variety of transmission media. The IEEE
802.11 MAC may operate in one of two different modes.
The first mode is based on the distributed coordination
function (DCF) and is used for asynchronous data trans-
mission, whereas the second mode uses the centralized
point coordination function (PCF) for supporting time-
bounded data transmissions. The DCF mode uses the
carrier sense multiple access with collision avoidance
(CSMA/CA) method, whereas the PCF mode uses a point
coordinator to determine which station has the right to
transmit during each contention-free period.

Regarding the performance analysis of the IEEE
802.11 protocol, there are some simulation [4] and analyt-
ical [5] studies for CSMA/CA protocols. Zahedi [6] pro-
vides an approximate model to compute the throughput
of an access point (AP), taking into account the hidden
terminals and the capture effect. Chhaya [7] calculates
the throughput of CSMA/CA with a model that is space
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dependent, whereas Bianchi [8] presents an analysis to
compute the saturation throughput of CSMA/CA protocol
in the assumption of an ideal channel. Kim [9] considers
the CSMA/CA as a hybrid protocol of slotted 1-persistent
CSMA and p-persistent CSMA and focuses on the perfor-
mance of APs in infrastructure networks in Rayleigh and
shadow fading channels. In Ref. [10], Bianchi revises
and extends Ref. [8], providing a model that accounts
for all of the exponential backoff mechanism details in
saturation conditions. Finally, Cali [11] suggests a backoff
algorithm for p-persistent protocols, where the backoff
interval is sampled from a geometric distribution with
parameter p.

In ad-hoc wireless LANs, several mobile stations
get together in a small area and establish peer-to-peer
communications without requiring the coordination of
any central station. The CSMA/CA protocol considers
that a station with a pending packet transmits with proba-
bility p at the end of its backoff delay, whereas in p-
persistent CSMA networks, a station transmits with prob-
ability p at any idle slot. This consideration differentiates
the analysis of Ref. [9] from the analysis of Ref. [12].
The transmission probability p is not related with the
backoff procedure in Ref. [9], and Kim varies this parame-
ter to demonstrate its effect on the network throughput.
Bianchi’s contributions model the backoff mechanism
and evaluate the protocol’s throughput only at high-traffic
conditions [8,10].

In our work, we modify the Markov model presented
by Bianchi for calculating the transmission probability p
of a station at any offered load. On the basis of the
transmission probability p, we use the analytical
approaches and assumptions of Refs. [9] and [12] to
determine the CSMA/CA protocol throughput. In our
analysis, we do not consider the capture effect which
presents a better insight to the performance of the access
mechanism. For the capture effect, a receiver may capture
a frame in the presence of other overlapping or interfering
packets. In a small-scale network, a receiver captures a
frame only when a single station transmits. In our analy-
sis, this assumption results in a different closed-form
equation for the time spent in successful transmissions
than that found in Ref. [9], affecting the throughput and
delay performance. In addition, we estimate the delay
performance of the protocol on the basis of an analysis
that strongly depends on the backoff procedure and the
modified Bianchi’s Markov model and not on the renewal
theory used in Ref. [9]. In our work, a thorough theoretical
performance analysis of the CSMA/CA protocol is pre-
sented that includes closed form solutions for important
parameters such as throughput and delay and extensive
numerical and simulation results under a wide range of
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traffic conditions. We assumed that the network consists
of a finite number of stations, the channel is error-free,
no hidden terminal conditions are met, and all data pack-
ets are of constant length. At this point, we note that the
assumption of an error-free wireless channel is unrealistic
but is justified by the mathematical tractability of the
problem. However, an error model is presented in the
Appendix, which calculates the probability that a frame
is received with errors caused by the wireless channel
impairments. As in many performance analysis contribu-
tions, the traffic mode! was selected to obtain exact solu-
tions to the presented mathematical analysis.

Section 2 gives a concise description of the IEEE
802.11 DCF function and presents the station model that
is used in sections 3 and 4, where the throughput and delay
characteristics of the CSMA/CA protocol are analyzed.
Finally, section 5 presents various numerical results and
discusses how the protocol’s performance is affected by
its parameters.

2. THE STATION MODEL

DCF is an operational method of ad-hoc wireless
LANSs using the IEEE 802.11 protocols. DCF is based
on the CSMA/CA access method and a random backoft
mechanism following each busy medium condition.
According to the CSMA/CA method, a station having a
packet to transmit must initially “listen” to the channel
if another station is transmitting. If no transmission takes
place for a distributed interframe space (DIFS) time inter-
val, which is equal to the minimum duration of inactivity
for considering the medium free, the transmission may
proceed. If the medium is busy, the station has to wait
until the end of the current transmission. It will then wait
for an additional DIFS time, and then generate a random
delay before transmitting its packet (backoff procedure).
This delay is uniformly chosen in the range (0, w — 1),
which is called contention window. If there is no other
transmission before this time period expires, the station
transmits its packet. If there are transmissions from other
stations during this time period, the station freezes its
backoff counter until the end of each transmission and
resumes its counting procedure after a DIFS time. The
station transmits its packet whenever its counter becomes
zero. At the first transmission attempt, w = W,,;,, where
Winin = W is the minimum size of the contention window.
After each unsuccessful transmission, w is doubled up to
a maximum value W, = 2"W, where m defines the
maximum number of contention windows that a station
may reach during the backoff procedure. The backoff
counter uses as the time unit the duration a station needs
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to detect the transmission of a packet from any other
station. This time interval is called slot time and accounts
for the propagation delay, for the time needed to switch
from receiving to transmitting state (Rx_ Tx_ Turn-
around__Time), and for the time required to signal the
MAC layer about the state of the channel (busy detect
time).

Because collisions cannot be detected in a wireless
CSMA/CA system, there are two mechanisms to deter-
mine the successful reception of a packet. According to
the first mechanism, which is called basic CSMA/CA,
the receiving station returns an ACK frame immediately
following a successfully received packet. The ACK frame
is transmitted after a short interframe space (SIFS), where
Isiks < Ipies. The transmitter reschedules its packet trans-
mission if it does not receive the ACK within a specified
ACK__Timeout, or if it detects the transmission of a differ-
ent packet. In the second mechanism, which is called
request to send/clear to send (RTS/CTS) CSMA/CA, the
station that has a packet to transmit sends a RTS frame
and the receiving station responds with a CTS frame
after SIFS time. The data packet is transmitted after the
successful exchange of the RTS and CTS frames. The
RTS frame is retransmitted in case the CTS frame is not
received within a predetermined time interval.

To analyze the behavior of the CSMA/CA protocol,
initially we have to calculate, under any offered load, the
transmission probability of a station given that the station
is in the backoff procedure. This transmission probability
p is calculated using a Markov model, which is a modified
version of the model used by Bianchi [8], [10], and
depends on the number of network stations, the offered
load, and the parameters (m, W) of the backoft procedure.
Then, by adapting the throughput versus total offered
load analysis, used for studying the throughput of CSMA
protocols for a finite number of stations [12], to the
CSMA/CA protocol employed by the IEEE 802.11 stand-
ard, we calculate the throughput of both access mecha-
nisms for any offered load. Finally, using the throughput
analysis and the station’s Markov model, we estimate the
mean packet delay.

We assume that the network consists of M con-
tending stations. A station may reside at one of the follow-
ing states: at an idle state, denoted by /, where the station
has no packet to transmit; at a state where it has a packet
to transmit but the backoff procedure is disabled, denoted
by BD; and at the states where the station has a packet
to transmit but the backoff procedure is active. The states
of the backoff procedure are denoted by B(i,k), where i
takes the values (0, 1,...,m), indicates the backoff stage,
and defines the size, W,, of the current backoff contention
window (W, = 2'W,...), whereas k indicates the state of

the backoff counter and its value can be (0, 1,...,
W; — 1) slot times. In our model, which is shown in Fig.
1, the time interval for a state transition can be either a
slot time or the duration of a data frame transmission,
depending on the current state of the station and the state
of the medium. For example, if the station is at B(0,2)
state (which means that the backoff stage is 0 and the
backoff counter is equal to 2), the station will decrement
its backoff counter and will transit to B(0,1) state after a
slot time (when the medium is idle) or after a data frame
transmission time (when the medium is busy). Further-
more when the station transmits a data packet [which
happens at BD, B(0,0), . .. B(m,0) states], then the next
state is reached after the data frame transmission time.

The above-described model is a discrete-time Mar-
kov chain under the assumptions that the probability p,.,
that a transmitted packet collides is independent of the
backoff procedure and that the arrival times at each empty
station are independent and identically distributed (in our
discrete-time model they follow a geometric distribution).
Therefore, an empty station has an arrival with probability
g at any time slot, or it has an arrival with probability g,
during a packet transmission time (the relation among g,
gp» and the total offered load G is quoted in section 3).
The above-described assumptions become more accurate
as W, M, and g become larger. In addition, we assume
that there is no limit on re-entering the last backoff stage,
as it is done in Refs. [8] and [10]. If the notation I1{A|B}
is used for the probability that a station transits from state
B at state A, the transition probabilities of our station
model are the following:

e The station remains at the idle state / if there is
no packet arrival in any slot time.

nm{n=1-yg

* The station transmits its packet, when it is at the
BD state or its backoff counter reaches zero, and
enters state 7 if it detects a successful transmission
of its current packet and has no packet arrival
during the transmission of its packet.

I1{/|BD} = 11{I|B(0,0)}
= T1{I|B(1,0)}

= TI{1|B(m.,0)}
= = pXl — gp)

» The station leaves state / when a packet arrives
during a slot time, enters state BD and transmits
its packet after sensing the channel idle for DIFS
time without enabling the backoff procedure.
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Fig. 1. The Markov model of a station.
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* The backoff counter decrements at the beginning
of each slot time.
IT{B(, k)| B(i,k + 1)} =1
O<k=W -2 0si<m

* The station choices a backoff delay of stage 0, if
its current packet was transmitted successfully and
it has a new packet to transmit.

(I — p)gp

Wo

O0<k=W,—-1

I1{B(0,k)| B(i,0)} =
0<si<sm

« The station choices a backoff delay of stage i after
an unsuccessful transmission at stage { — 1.

. . Pc

I{BG,k) B — 1,00} = —

{B(i.k) | BG )} W,
O0=k=W -1 l=i<m

* The station has reached the last backoff stage and
remains at it after an unsuccessful transmission.

I1{B(m.k)| B(m,0)} = g

m

O0=k=WwW, -1

In steady state, the stationary probability of any state
of the Markov chain, denoted by II{A}, where A is any
state, can be calculated by the following relations:

[1{B(i,0)} = pLII{B(0,0)} 0<sk=m-1 (1)

m

p

I{B(m,0)} = -—_°—pwH{B<o,0)} )
Wi - k .
M{BGik)} = = — I{BG0)} 3)
0=i=m Il=k=W -1
1 =g
Iy = I{BO0)} (4

glg, + (I — gu)p.l

8p
—————— II{B(0,0 5
g + (1 — gope {B(0,0)} (5

The probability conservation relation states that IT{/} +
m W;—1

I{BD} + > > TM{B(i,k)} = | and by using Egs.
i=0 k=0
(1)-(5), we have that

1 — &
glg, + (1 — g,)p ]

178 00y + (©)
8p + (1 - gp)Pc '

I1{BD} =

IT{B©,0)} +

m—lW,v—lu/i_k
> 2

i=0 k=0 Wi

peI1{B(0,0) +

sz_] Wn—k P’c"
=0 W, l_p

[1{B(0,0) = 1

(4

From Eq. (6), we calculate IT {B(0,0)} as
I1{B(0,0) = )

2g[gp+ (1- gp)pc] (1- 2pc)(1 —pc)
2(1 — g + )1 = 2p)(1 — p.) + glg, + (1 — gp)p.]
{(1 = 2p )W + 1) pW[1 — (2p.)"]}

Substituting Eq. (7) to Egs. (1)-(5), we can compute
the steady-state probabilities of our model, if the values
of W, m, g, g,, and p. are known. The values of W, m, g,
and g, are known, but the probability p. must be calcu-
lated. Let p, be the probability that a station transmits
during a slot time. A station transmits when its backoff
counter is equal to zero; i.e., the station is at any one of
the B(i,0) states, or when it is at the BD state. Therefore,

p.= II{BD} + iH{B(i,O)}
i=0

m—1

= II{BD} + > II{B(,0)} + I1{B(m,0)}
i=0

Substituting Egs. (1), (2), and (5) to the above equa-
tion and using Eq. (7), the following equation is derived:

P = (8)

2g(1 — 2p.)
2(1 = g)(1 + g)(1 = 2p)(1 — p.) +glg,+ (1 —g,p.]
{A=2p )W+ 1) +p W[l —(2p)"]})

A transmitted packet collides when two or more
stations transmit during a slot time, so the probability p,
that a transmitted packet collides is given by

pe=1—-(1—-p™"’ )

Substituting Eqgs. (9) to (8), we obtain one equation
with an unknown parameter, the probability p,. Solving
this equation for p,, we can calculate the probability p,
and then the stationary probability distribution.

To visualize the effect of the total offered load G
on the transmission probabilities IT{B(i,0)} of the various
backoff stages and on the transmission probability
II{BD} of the state at which a station transmits without
activating the backoff delay, we show in Fig. 2 the above-
mentioned transmission probabilities of a station normal-
ized to the total transmission probability p,. The results
reported in this figure are obtained by implementing the
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Fig. 2. The normalized transmission probabilities versus the offered
load.

above analysis for a network of 20 stations that use a
direct sequence spread spectrum DSSS physical medium
at | Mbps. The parameters employed are summarized in
Table I. When the offered load is low, a station transmits
its packets immediately after sensing that the medium is
idle for DIFS time and thus the transmission probability
p, mainly results from the BD state. At higher load condi-
tions, the probability of collisions increases and each
station enables the backoff delay, which raises the proba-
bility of the backoff states, especially of backoff stage 0,
and decreases the BD state probability. Finally, at satura-
tion conditions the backoff procedure is always employed
and the BD state transmission probability becomes zero.

The transmission probability p that a station trans-
mits given that it has activated the backoff procedure can
be calculated by finding the probability p,,, that the station
employs the backoff procedure and the probability py,,
that the station transmits because its backoff delay
expires, under any traffic conditions. The calculation of

Table I. Parameters Used in the DSSS Physical Medium

Value, channel bit rate

Attribute 1 Mbps
MAC header 34 octets
Physical (PHY) header 24 octets

Packet payload
ACK, CTS

RTS

SIFS

DIFS

Slot time
Propagation delay
CWoin

CWmux

1023 octets
14 octets + PHY header
20 octets + PHY header
10 ps
50 s
20 ps
1 ps
32
1024
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probability p is essential for the throughput and delay
analysis presented in sections 3 and 4. From the above
analysis, it is obvious that

m W,—1

po = > X I {BGik)} =

iZ0£=0
a1 - 2pc)(W + 1) + qu[l - (2pc)m]
2(1 - 2pc)(1 - pc)

IT{B(0,0)} (10)

po = S T1{BG0) = T{BO.0)} (11)
i=0

1= p.
Because the transmission probability p is a condi-
tional probability, it is valid that p = py/py, and using
Egs. (10) and (11), we find that
_ 2(1 — 2p.
(I =2p )W + 1) + pW[I — (2p)"]

p (12)

The dependence of transmission probability p on the
total offered load and the number of stations is depicted
in Fig. 3. We can see that the transmission probability of
a station decreases as the offered load increases. The
increase of offered load results in more collisions, thus
a station with a collided packet retransmits by choosing
a random delay of the next backoff stage. This procedure
reduces the transmission probability, because the backoff
window has been doubled. In saturation conditions, each
station decreases its transmission probability, but ulti-
mately this probability stabilizes to a saturation value.
Furthermore, networks with more stations result in lower
transmission probabilities.

3. THROUGHPUT ANALYSIS

Performance of CSMA protocols has been investi-
gated in depth in the literature. In most studies an infinite

0.065 T T T
Channel bit rate 1 Mbps |

0.060 W=32, =3

0055 T
2,
F= 0.050 4
§ 0045 |- 4
g. 0040 - -
=
§ 0.035 |- B
g 0.030 |
g —&— 5 stations p
= 0025 | | —O— 10 stations ~

—O0— 20 stations
0.020 | | —9— 50 stations — P PPTRRY
0.015 L L 1
0.1 1 10 100 1000

Total offered load (G)
Fig. 3. The transmission probability p of a station with active backoff
procedure.
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number of stations was considered for forming the collec-
tive channel traffic as a Poisson process. This approach
is unsuitable for a LAN with a relatively small number
of stations. For a finite number of stations another
approach is suggested by Ref. [12]. A station is assumed
to have idle periods (no packets) that are independent and
geometrically distributed (in slotted CSMA protocols).
Therefore, superimposing all users’ idle periods results
to a geometric distribution for the network’s idle periods
and the channel has the memoryless property [13]. A
different assumption is adopted in Refs. [8], [10], and
{111, in which the finite number of stations operates in
asymptotic conditions (a packet should always be ready
for transmission). This article adapts the analytical
approach of Ref. [12] and estimates the throughput of
the CSMA/CA protocol for various traffic conditions.

We assume that the time is slotted with slot size «,
which is the backoff slot time per data frame transmission
time. Throughout this analysis, as the unit time is consid-
ered the data frame transmission time and all other time
intervals are normalized to this time unit. For example,
by considering that constant-length packets of 250 octets
(payload plus MAC and physical (PHY) headers) are
transmitted at | Mbps, the unit time corresponds to 2
msec and all other time intervals are normalized according
to this value. In this case, the normalized value of the
slot size « is equal to 0.01 (20 psec/2 msec). In dealing
with the case of a finite population (e.g., M stations),
we assume that the system state alternates between idle
periods (/), in which no station has packets to transmit;
and busy periods (B), in which at least one station trans-
mits a packet. The idle periods are assumed to be indepen-
dent and geometrically distributed. Let U be the time
spent in useful transmission during a regeneration cycle.
If X denotes the expectation of a random variable X, then
according to Ref. [12], the system throughput S is defined
as S = E/(E + 7) Because the useful transmission time
is the time required to transmit a frame’s payload, the
exact system throughput is given by

S = _gu,
B+1
where £ is the ratio of the payload transmission time to
the total frame transmission time, which also includes
the headers and the frame trailer.

Although the IEEE 802.11 MAC protocol supports
the basic CSMA/CA and the RTS/CTS CSMA/CA, we
consider another transmission mechanism as a reference
to evaluate the other two methods. In the so-called
CSMA/CA without acknowledgment, the transmitter
sends its data packet and does not wait for acknowledge-
ment. The CSMA/CA without acknowledgment is sum

(13)

marized in Fig. 4. When a station generates a packet
during an idle period / or during the backoff time of other
stations, the backoff mechanism is not activated and the
station transmits its packet. In this case, its transmission
probability depends on the probability g to generate a
packet during each slot. When a station generates a packet
during the busy period B, the backoff procedure is acti-
vated and each ready station transmits with probability
equal to the transmission probability p that was derived
in section 2.

In addition, we consider that all packets that arrive
during any ongoing transmission are buffered until the
channel detects a new transmission, and then they are
rescheduled. Therefore, during a slot a station generates
a packet with probability g, which includes new arrivals
and rescheduled packets. If G is the offered load of all
stations (in units of data packets per data frame transmis-
sion time), then g = min (1,aG/M)[12] and the probabil-
ity g, that a station has an arrival during a data frame
transmission time is given by g, = min (1,G/M).

We use the methodology of Refs. [9] and [12] to
derive the basic equations. According to Fig. 4, the busy
period is divided into several sub-busy periods. Each j
sub-busy period is denoted by B’ and is composed of
the time interval DIFS, the transmission delay D'/, which
is due to the backoff procedure, and the transmission time
T, which includes the propagation delay 1. The first
sub-busy period B'" consists of the transmission delay
D'V, which is a DIFS delay and the transmission time
T™. For the CSMA/CA without acknowledgment, the
transmission time 7 is equal to 1 + T in all cases, even
if the transmitted packet collides. A busy period continues
if there is at least one station with a pending frame during
the last transmission period or during the last DIFS time
interval. We denote by TP the sum of the last transmission
period and the last DIFS, thus TP = 1 + 7 + f.

According to Ref. [9], the mean values of the idle
period /, the transmission delay D'’ caused by the backoff
procedure, and the duration of the busy periods B are
given by the following equations:

DIFS | Transmission Dl'FSL Delay Transmission DIFS

f I+ I+ ¥

= e
L | Y I T W | % - s
¥ ¥ o

Do J_ ¥ T f i Do _[ o time
g g L

Busy period 1dle

period
Fig. 4. Channel state for the CSMA/CA without acknowledgement
mechanism.
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Finally, we calculate the expected value of the useful
transmission period U that is different from that found

in Ref. [9], because we omit the capture effect:

— 1 .
U= Mgl — )""!

1-(0-g
] & n—1
+ (1 — g)TPeom -1 n; np(1 — p)

+ [np(1 = p)" '+ (M — n)g(1 — g ~"!
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n

(1 - g)(TP/a)M

Substituting Egs. (17) and (18) into Eq. (13), we get
the channel throughput of the unacknowledged CSMA/
CA. The calculation of the channel throughput of the
Basic and RTS/CTS CSMA/CA protocols is based on the
previous analysis. These access mechanisms differ from
the CSMA/CA without acknowledgment in the time
length of a successful transmission and a nonsuccessful
transmission. We define TPg as the sum of a successful
transmission time plus DIFS time, and TP as the sum
of a nonsuccessful transmission time plus DIFS time. We
assume that the jth transmission of the busy period is X
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slots, so the length of the (j+1)th transmission depends
on whether the jth transmission was successful or not.
Let B(X) be the mean duration of the busy period follow-
ing the frame accumulation time of X slots, and let U(X)
be the mean useful transmission time during the same
busy period, then we can calculate B(X) and U(X) by
using the following recursive relations [12], when X =
1, because for j = 1 the busy and the useful transmission
periods depend on the number of packet arrivals during
the last slot of the idle period:

B(X) = d(X) + {TPg
+[1 =1 — o) "™ )B(TPy/a) }u(X) + {TPr
+ (1= (1 = T FOBTPI)}[1 — w(X)] (19)
UX) = {1+ = = " NU(TPga)}u(X)
+ {1 — (1 = T FNUTPI}T — w(X)]
(20)

where d(X) and u(X) are obtained by Egs. (16) and (18),
respectively. Therefore, the throughput S is given by
U(l

s = £U(1) 21

B(l) + ————

[1 -1~ "
The duration of successful and nonsuccessful trans-
mission plus the DIFS interval of the Basic CSMA/CA
and the RTS/CTS CSMA/CA are given respectively by

TPS™ =1 +B+8+ 21+ f

and TPP™ =1 + 1+ f
TPS™CS = 1+ y + 0+ 8+3B +4r +f
and TPR™ ™S =y + 7 4+ f

where B is the normalized length of SIFS, § is the normal-
ized length of an ACK frame, v is the normalized length
of an RTS frame, and 0 is the normalized length of a
CTS frame.

In addition to our mathematical approach, we did
some simulations for a system of 20 stations employing
the parameters reported in Table 1. The results obtained
by our mathematical and simulation model are depicted
in Fig. 5. As can be seen, our analytical approach is
extremely accurate at high offered load, where the graphs
of the analytical and simulation results coincide, because
the discrete-time Markov chain model used for depicting
the backoff procedure followed by each station assumes
that the packet of each station collides with the same
probability p., independently of the backoff procedure.
This assumption gives more accurate results at high
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Fig. 5. Throughput of both CSMA/CA access mechanisms.

offered load. In addition, at low-traffic conditions, the
Basic CSMA/CA mechanism has slightly better perfor-
mance than the RTS/CTS. This is because the probability
of collision is small when the offered load is low. How-
ever, at high-traffic conditions, the RTS/CTS mechanism
provides significantly better throughput in comparison to
the Basic mechanism. The enhanced performance of the
RTS/CTS CSMA/CA at high-load conditions is due to
the fact that this access mechanism wastes less bandwidth
during a collision (the RTS/CTS packets are much shorter
than the data packets).

4. DELAY ANALYSIS

Packet delay is defined as the time elapsed between
the generation of a packet and its successful reception.
The backoff algorithm and the number of retransmissions
mainly affect the average value of normalized packet
delay L. If a packet was received successfully the first
time it was transmitted, then the delay depends on the
packet transmission time 7 and the deferral delay, which
is defined as the time elapsed from the moment a station
starts sensing the medium to the moment the station
accesses the medium. The mean value of the deferral
delay is denoted by R.

For calculating the average packet delay for the
Basic and the RTS/CTS CSMA/CA, we define T as the
duration of a successful transmission period and Ty as
the duration of a nonsuccessful transmission period. The
durations of successful and nonsuccessful transmission
for the ACK CSMA/CA and RTS/CTS CSMA/CA are
given by

TS =1+B+8+21and TP*° =1 +1
TgTS/CTS:l+,Y+e_+_8+3B+4T

RTS/CTS
Ty

and =vy+T

where TPs is the sum of 75 and DIFS, and TPy is the
sum of T and DIFS.

The mean value of the deferral delay is calculated
by considering the following conditions:

* A station having a pending packet, while all other
stations have no packets to transmit, senses the
medium for being idle for DIFS and then transmits
its packet. The probability of this event is
1

B+1’

A station having a pending packet, while all other
nonempty stations have entered the backoff proce-
dure, detects the medium to be idle for DIFS and
then transmits its packet. The probability of this

. D
event 1s — =.
B+1

A station having a pending packet detects that
another station is transmitting and defers its trans-
mission. The station transmits its packet after a
random delay according to the backoff procedure.
The mean value of this delay, denoted by BD,
depends on the value of the backoff counter and
the duration the counter freezes when the station
detects transmissions from other stations. The
probability of this event is B_ ? .
B+1

Thus, the time R is calculated by
- 1 D B-D
R=—=——f+=——=f+—=——
f B + If B+1

BD (22)

To calculate the BD delay, we have to find the proba-
bility p, that a transmission occurring on the channel is
successful. Probability pg is given by

. TPg

TPs + TPy
TP

I

TPs + TP;

s u (TPs) (23)

u (TPg)

where u(X) is obtained by Eq. (18). If { denotes the
mean idle time before a transmission proceeds, then

W = psd(TPs) + (1 — ps)d(TPx) (24)

where d(X) is found by Eq. (16). Given that the backoff
procedure is active, if the counter of a station is at state
B(i,k), an interval of k slot times is needed for the counter
to reach state 0, without taking into account the time
when the counter is stopped. This time interval is denoted
by the random variable C (this variable is measured in
number of slots and is multiplied by the normalized slot
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time duration « to express it with the same time units as

the other time intervals) and its average is given by

m
I{B(ik)}

W,—1
x
i=0 k

c=-

Po

On the basis of Egs. (1), (2), (3), and (10), we finally
get that

6 =
HWL = po = 3p.(4p)™) — (1 — 4p)}(I — 2p,)
S 30 = Aol = 2p(W + 1) + oW1 — 2™}
(25)

We denote by F the time that the counter of a station
freezes. When the counter freezes, it remains stopped
for the duration of a frame transmission. This duration
depends on the transmission success. Therefore, to calcu-
late the average time F that the counter remains stopped,
we have to find Mg, the average number of times that a
station detects transmissions from other stations before
its counter reaches state 0, which is given by

Nyp==-1 " (26)

<l

Therefore, the mean idle time before a transmission
proceeds is given by

F = NglIpsTs + (1 — PITE] (27)

The backoff delay BD can be calculated by using
the following relationship:

BD = C + NidpsTs + (1 — Ps)T¥] (28)

and Egs. (25), (26), and (27). Furthermore, delay D is
equal to D(1), which can be obtained by using the follow-
ing recursive form:

DX) =f+ 11— - g™ IDTPsu(X) (29)

+ 1= (1 = " FNDTPYI1 — u(X))

D(TPg) and D(TPy) can be calculated by substituting X
= TPs and X = TP: in Eq. (29), and therefore, we obtain
two equations with two unknowns, D(TPs) and D(TPg).
Thus, D(1) is calculated by

D=D)=f+[l — (1 — g)Ts) (30)
D(TPu(l) + [1 = (1 — )""FID(TPR)[1 ~ u(1)]

Substituting Eqgs. (23), (28), and (30) in Eq. (22),
the mean value of the medium access time R can be
obtained. Finally, the mean number N, of collisions is
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calculated by N, = 1/ps — 1, and the packet delay [9]
is found by

L=<pi—l)(TF+?+E)+(TS+ﬁ) 31
S

where Y is a random variable that represents the time a
station waits until a packet collision has been detected
and is equals to

Basic CSMA/CA

. { SIFS + ACK__timeout,
RTS/CTS CSMA/CA

SIFS + CTS__timeout,

The analytical and simulation results derived for the
same network are almost identical, as shown in Fig. 6. The
RTS/CTS CSMA/CA mechanism provides lower delays
than the BasicCSMA/CA at high load. This improved
performance is due to the reduced time required for packet
retransmission. In addition. Fig. 7 depicts the mean
deferral delay R of a station, the mean idle time W before
a transmission proceeds, and the mean wasted time per
successful packet transmission caused by collisions (cal-
culated by multiplying the mean number of collisions

T
Channe bit rate | Mbps
20 stations, #=32, n=3

S

—&— Basic, deferral delay (R)
~—RTS/CTS, deferral delay (R)

—&— Basic, idle time after DIFS (¥)
—%— RTS/CTS, idle time after DIFS (¥)
001 | —@-— Basic, time wasted in collissions
~—+— RTS/CTS, time wasted in collissions
T I

0.1

Delays (slot times)

1E-3 4
0.1 1 10 100 1000

Total offered load (G)
Fig. 7. The packet delay components versus offered load.
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N, by the duration of a collision Ty) versus the offered
toad for both access mechanisms. The deferral delay
forms the largest portion of the packet delay, increases
rapidly as the load increases, and it is stabilized to a
specific value when the offered load saturates the net-
work. As was expected, the deferral delay of the RTS/
CTS scheme is lower than the deferral delay of the Basic
scheme. The mean idle time before a transmission pro-
ceeds is almost equal to the mean initial contention win-
dow (about 15 slot times for W = 32) in low-load
conditions, decreases at higher load, and finally stabilizes
at about 1 slot time, because in these conditions there is
always a station with its backoff delay expired after DIFS
time. The idle time before a transmission proceeds does
not differ in the two access mechanisms. Finally, the time
wasted on collisions per successful packet transmission
is very low at low-traffic conditions, increases as the load
increases, and finally it also achieves its maximum value.
The Basic CSMA/CA wastes more time in collisions than
the RTS/CTS, because a collided packet in the Basic
scheme has longer duration than a collided packet in
RTS/CTS.

5. PERFORMANCE EVALUATION IN HEAVY-
TRAFFIC CONDITIONS

In this section, we study the CSMA/CA behavior in
heavy-traffic conditions, which is of interest to the net-
work designers. The following results have been obtained
by our analytical approach assuming channel bit rates of
5.5 and 11 Mbps, the high data rate extension of the IEEE
802.11 standard [3]. For IEEE 802.11 networks with
DSSS PHY medium at 5.5 and 11 Mbps, the PHY header
(24 octets) is transmitted at 1 Mbps, whereas the MAC
header and the payload are transmitted at 5.5 and 11
Mbps, respectively. This results in greater overhead and
reduces the network throughput. In the IEEE802.11b
specification [3], an optional short PHY header (15 octets)
has been defined with much shorter transmission dura-
tion.

In heavy-traffic conditions, each station always has
a pocket available for transmission. Therefore, the prob-
ability g, that a packet is generated during a packet trans-
mission time equals to 1 and Eq. (8) is simplified to

- 21 - 2p)
(1 = 2p)(W + 1) + pW[l — (2p)"]

14 (32)

The above equation is the same with the one found
by Bianchi in Refs. [8] and [10]. In Fig. 8, we present
the throughput results obtained by our analysis for various
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Fig. 8. Comparative saturation throughput resuits.

channel bit rates. The throughput of the Basic CSMA/
CA decreases for a large number of stations, whereas the
RTS/CTS mechanism appears more robust because of
less bandwidth is occupied by this mechanism during a
collision. We can also see how the throughput of the two
CSMA/CA mechanisms is affected by the channel bit
rate. Note that as the channel bit rate increases, the
throughput decreases. This is because the time intervals
DIFS, SIFS, and slot time are constant, but the frame
transmission time decreases as the channel bit rate in-
creases. Thus, the time spent on DIFS, SIFS, and back-
off delay increases in relation to the frame transmission
time, causing the throughput degradation. Another
important observation is that the Basic access mechanism
is more effective than the RTS/CTS as the channel bit
rate increases for the constant frame payload of 1023
octets we have considered. This is due to the transmission
duration of PHY header (transmitted at 1 Mbps) that is
comparable with the transmission duration of MAC
header and frame payload (transmitted at 5.5 or 11 Mbps)
in the high-rate extension of the IEEE 802.11 standard
and the transmission of the RTS and CTS frames involved
with the RTS/CTS mechanism. In the assumption of
fixed-frame payload size, the frame payload and the num-
ber of stations define the threshold where the RTS/CTS
scheme becomes more advantageous than the Basic
scheme.

The effect of packet size on the throughput of the
two access mechanisms for channel bit rates 1, 5.5, and
11 Mbps is illustrated in Fig. 9, where the intersection
of the graphs representing the Basic and RTS/CTS mecha-
nisms at the respective channel bit rate defines the thresh-
old at which it is advantageous to switch to the RTS/CTS
mechanism. On the other hand, the use of the optional
short PHY header, which results in a transmission time
that is half of the long PHY header’s transmission time,
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increases significantly the throughput of the protocol and
reduces the packet delay, according to Figs. 10 and 11.
Figure 12 shows that the choice of the suitable initial
size of the backoff window in relation to the number of
stations, improves the saturation throughput and reduces
the packet delay when the Basic CSMA/CA mechanism
is used. For example, a high W value increases the
throughput of a network with 50 contending stations, but
drastically penalizes the throughput in the case of a small
number of contending stations. Furthermore, the packet
delay decreases as the W value or the number of con-
tending stations increases, because an initial large con-
tention window reduces the probability of collisions. For
the same initial contention window value, the packet
delay increases when the number of stations becomes
smaller, because the probability of collisions also
decreases. On the other hand, according to Fig. 13, the
throughput of the RTS/CTS CSMA/CA appears to be
almost insensitive to the network size for W = 64,
whereas it decreases for W > 64 as the network size
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Fig. 10. The effect of the short PHY header on the saturation
throughput.
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decreases, and thus the packet delay strongly depends on
the initial size of the backoff window and the network
size.
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Fig. 12. The effect of the backoff window initial size on the Basic
CSMA/CA performance.
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The throughput dependence of both access mecha-
nisms to the maximum number m of the backoff stages
is depicted in Fig. 14. We notice that the choice of m
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does not practically affect the system throughput, as long
as m > 4, except in the case where the network size is
large enough and the Basic mechanism is used.

Figure 15 shows the effect of the maximum number
of backoff stages on the packet delay. The packet delay
of both access mechanisms increases as the value of m
or the number of contending stations increases, since the
deferral delay is mainly affected. Finally, Fig. 16 shows
the increase of the throughput of the CSMA/CA protocol
as the parameter m increases. The average number of
transmissions per packet decreases for larger values of
m even if the network size is large. The average number
of transmissions per packet is obtained by adding its
successful transmission to the average number of packet
retransmissions, N

6. CONCLUSIONS

In this article, we analyzed and compared the Basic
and the RTS/CTS access mechanisms of the CSMA/CA
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Fig. 16. The average number of transmission attempts per transmitted
packet versus the network size and various values of the maximum
backoff stage.
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protocol considering an error-free channel, a finite num-
ber of stations, and constant-length data packets. We
obtained closed-form solutions of the throughput and the
delay of the CSMA/CA protocol, and we presented exten-
sive numerical results comparing the performance of the
two access mechanisms employed by the protocol. The
Basic scheme has low throughput and large delays at
high load, and depends strongly on the number of stations
and the backoff procedure parameters (W, m). Conversely,
the RTS/CTS mechanism provides higher throughput and
lower delays when the system is highly loaded and the
packet size increases, especially at 5.5 and 11 Mbps.
Furthermore, the RTS/CTS mechanism is more robust
to variations in the number of stations and the backoff
procedure parameters. This suggests that the RTS/CTS
mechanism should be employed when the traffic is high
and the network or the packet size is large enough. The
Basic mechanism should be employed when the traffic
is low and the number of contending stations or the packet
size is small.

APPENDIX

In this appendix, a simple burst error model is intro-
duced to study the frame loss probability caused by the
wireless medium impairments. This model represents the
fading conditions of the wireless medium and is based
on a two-state discrete time Markov chain [14]. The two
states are called G (good) and B (bad) and indicate that
the medium operates either at a low-bit error rate (denoted
by BER) or at fading conditions with a higher error rate
(denoted by BER;) or at fading conditions with a higher
error rate (denoted by BERy). State G changes to state
B with transition rate x, whereas state B changes to state
G with transition rate y. Let p; and pg denote the probabil-
ities that the channel is in the G or the B state, respec-
tively. Then,

y X

Po = = 33
Gx+y[7B Xty (33)

During the frame transmission time 7, the channel
is in one of the following modes of operation:

Mode 1: Always in G state with probability:

Pewer = poP(G>T) = ——e ™7 (34)
x+y

Mode 2: Always in B state with probability:
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¥y §
——e VT (39)

PCaseZ = pBP(B > T) =
x +y

Mode 3: Undergoes one or more transitions between G
and B states with probability:
PCuse3 =1~ PCascl - PCuseZ (36)

Therefore, the probabilities that a frame of TR, bits is
received with errors are given by

Pe _caser = 1 — (1 — BERG)™ (37)
Perr_case2 = | — (1 = BERg)™*¢ (38)
Pc‘rr_Cusc} = Pc:rr_Cuch (39)

where R, is the channel bit rate. Using Eqgs. (34)-(39),
we can approximate the frame error probability using

Perr = P(‘asechn;_Casel + PCase2Perr7Casc2 (40)
+ PCaseBPen_Cusc2

Figure 17 shows the packet error probability for
different channel conditions and packet lengths. The
results were obtained using channel bit rate = 1 Mbps,
BER; = 107", BER; = 107%, 1075, and 107% x = 30
s™!, and y = 10 s™'. The probability of lost packets
increases as the payload increases, since the probability
the channel enters in state-B during the frame transmis-
sion also increases. This model shows that when transmis-
sion errors are taken into account, decreased throughput
and delay performance will be experienced compared to
our theoretical analysis, because this analysis does not
take into account the number of retransmissions caused
by the hostile wireless medium.
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